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1. Executive Summary

1.1 Scope and Purpose
An ArchitectureCentric Virtual Integration Process (AQ\A&dresgs acquisition goals of affordability
reduced program risaster upgrade cycle timeand reduced risk of compromisechpabilities ACVIP
addresses these goals lapplying architecturelevel modelbased software and systens engineering
methods during early development phaset® avoid latephase rework avoid wok-arounds that
compromise system capabilitiesnd streamlinecertifications anduture upgrades.

Studies have shown that mudingineering &ManufacturingDevelopment(EMD)cost and schedule
overrunis due torework that occurs in the software and systemgegrationand acceptane phaseq1,

2]. Sometimes the originbl desiredsystem capabilitieare compromised to deal with issues found in
late phases The root causes for much of this rework can be traced back to defemguirements and
architecture and interface specificationsExpensive defectsre usually notisolated inside single
components; they are defects in how components are assembledirgachct with each other in the
overall system architectureACVIP provides modbhsed system engineering methods that are applied
in early phases to avoid and detesmichdefects,at a point during developmeniwhen they are much
easier to correctModels of componentsirevirtually inegrated to form system models that aamalyzed
to detect defectsthat might otherwise remain latent untphysicalsystem integration and acceptance
testing.

This handbook provides guidelines to engineers and engirgeranagers for planning and executing the
ACVIPengineering tasks of an embedded computer system developrpeoject. Project planning
identifies a network of development tasks, resources, and task inputs and outputs. For a project that
incorporates ACY, the plans include engineering tasks to develop models, virtually integrate and analyze
models, identify defects and their root causes, take corrective and preventative actions, support reviews
and approvals, and deliver models for use by othigranizaionsand on future projects. This handbook
provides guidance for planning and executing these engineering tasks.

Readers are assumed to be familiar with the first two volumes in the ACVIP serié e Overview
with the Architeture Analysis & Desidranguagd3] and theACVIRAcquisition & Management Handbook
with the Architecture Analysis & Design LangudgeTheACVIP @erviewprovides a general introduction
and describes the motivations, benefits, and basic processes and approaches of an AC\AEVIPhe
Acquisition & Managementandbookprovides guidelias forapplying ACVIRithin the DoD acquisition
process Concepts anterms from these documents will be used in this handbook without definition or
citation.

The primary intended audience of théACVIP Acquisitiof Managementhandbookis acquisition and
program managers, especially government program managers.piiinary intended audience of this
handbook is engineering management and engineers involved in planning aeuitiey ACVIP
engineering tasks. This handbook addressastractor systems engineering and softwaredasystems
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integration personnehndgovanment personnel who issue technical requirements and review technical
results.

Readers are assumed to be familiar with ®AE International Architecture Analy&®esign Language
(AADLI[5]). This is the standard modeling Guage recommended for Architectu@entric Virtual
Integration, and many of the giélines in this handbook apply specifically to AADbncepts and terms
from the AADL standarand its annexewiill be used in this handboaokithout definition or citation. To
avoid ambiguity, terms referring to speciffmbuage keywords and grammatical constrwatsbe written

in boldface e.g.,type refers to an AADL type declaratidor examplesystemrefers to an AADL system
declaration

This handbook isformative rather thanprescriptived G{ K2 dzZf R¢ YsSdcofminended BdzA RSt A
most cases but may not be suitable for all circumstagces & { K 2 dzfisRiseDf2ligsie tiaSaNse
in most projectsandshouldbe addressed in some wgyut there is no single recommended way to do so.

1.2 Concepts and Terms
I a@adGSy A& aly |3aNB3ILGA2zYy 2F aeaidsSy StSySydaa |yl
or provide a needed capability. The enabling system elem@mnovide the means for delivering a
capability into service, keeping it in service, or ending its service and may include those processes or
LINE RdzOGa ySOSaalNE F2N RSOSt2LIAy3IAI LINRPRdzOAY 33X (Sa

I Y 2 RS épredestationlof oheJ or more concepts that may be realized in the physical world. Models

are represented in many forms including graphical, mathematical, and physical prototypes. Typical
systems engineering models may include behavioral, structural, ge@mmperformance, and other
engineering analysis models. Model based systems engineering is the formalized application of modeling

to support system requirements, design, analysis, verification and validation beginning in the conceptual
designphase, @ O2Yy GAydzZAy3a GKNRdzZAK2dzi RS@St2LIYSyd FyR I

Ly OUKAA KFYyRo221 GKS &Ay3dz | hwickayeahatSdtisfies MBsyrabtis G2 |
NBIjdZANSYSyida 2F GKS !1'!'5[ aidl yRI NRstensiohaKsemaitiseNY & Y 2 F
multiple models may be integrated to form a system model, a system model may be decomposed into
component models, and one model can be declared asxa@ensionor refinement of another model

TKS GSNY¥Y aY2RSt ayinhdMuslbeckarating valGeNdbjecti @& grammatical clause within

a model.

| NOKAGSOGdzNE Aa aiGKS FdzyRFEYSydlt 2NBFYATFGA2Y 2F |
to each other, and to the environment, and the principles guiding itsid@s/ | YR S @2f dziA2y

F NOKAGSOGdZNE RSEAONRLIIAZ2Y A& al O2tftSOGA2Yy 2F LINERF
deals with architecture descriptions that amgitten in AADL which enables analysis of architectures from

multiple viewponts to support an ACVIP

¢KS GSNY 6402YLRYSy(é A& dASR AYSOKAZABE(RF281S¥Sy
first definition above A system consists of an integration of components. A component may be further
decomposed into subcomponénd = I YR G KS S NIgnsidérén? synalyyidhy with A &
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GO2YLRYSYyil &N BHBRe¥X8dRE¥fa 2F YdzZ GALX S O2YLRYySyila
AADL model adisystem of componentsand an AADL model of a system can be decomposed into snodel
of its subcomponenttogether with declarations of how those subcomponents interact with each other

¢KS GSNY aOFLIoAfAlEeE Aa dzaSR G2 YSIy | OKIFNY OGS
useful for people as they carry out some activByNJ &2 YS LJdzN1J2 & S @ ¢KS GSN¥Y al
mean information that describes functional and nfumctional aspects of a systethat will ensurethat

system providethe desired capabilities. Requirements are derived from desired capabilitiesllaaswe

other information such as technology and programmagisources andonstraints.

¢KS GSNY dqalLISOAFAOIGAR2YE Aa dza Séadatle/forni & Aedhniddll y R0 2 2
information about a product or its environment s use This mayange from operational requirements
specifications taigorous detailedengineering specificains of individual components.

1.3 Handbook Outline
Thishandbook is divided into spections. An ACVIP Management Rlaecklist, a bibliography, and a list
of acronyms are included as appendices.

Section 2Develop ACVIManagemenPlanidentifieshighlevelgoals andssues to address during project
planning. ACVIP plans define engineering tasks for multiple @egdions involved in a projectike the
system engineerigmanagemenplans they support, they are living plan&CVIP plans shoute tailored
to suitthe needs 6a specific project Acosteffectivebalance shoulthe soughtbetween the engineering
effort spent performing ACVIP tasks and the benefits praVvigethose tasks.

Section 3:Structure Modeldor Deliveryand Virtual Integratiordefines concepts and termghat

planners use to describe homvodels themselves are modularized for delivery and virtual integration.
Modelsthemselves are developed, delivered, and virtually integrated to create larger models. ACVIP
plans must identify and describe models in sufficient detail so that, when couchiiney form an

integrated model that satigisthe AADL legality rules and model purpas®lodels evolve over time as

more detail is added and defects are repaired, and ACVIP plans must address version and configuration
and change management.

Section 4Define Model Contenleeded forAnalysesrovides AADEspecific guidance for capturing
specific kinds ofhformation for specific kindef analysis.Thissection is divided into subsectie for

each major review milestoneFor each review, subsections provide guidelifieghe different kinds of
analyses that ACVIP planners should consid&pecific AADL language features and modeling patterns
areidentified that facilitate ACVIP engineering tasks

Section 5Assure System Conforms to Modptevidesguidanceto assure the tebe and asbuilt system
conforms to their modebased specifications. Detailed design and implementation processes must
make use of earlier models and analysis resuBgildto-modelspecification processes, automated
generation of softvare and system integration data, and modb@sed testing can provide assurance the
asbuilt system conforms tis modetbased specification.
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Section 6:SupportCertificationApprovalsand Readiness Reviewsovides guidance when modeling &
analysis is used to provide evidence in accordance with certification directives, procedures and
requirements. There are additional considerations that need toduressed in order to use modeling &
analysis for certification credit.

To help understand and apply these guidelines, this document includes examples and notes on related
topics and rationale. Any standards, patterns, methods, tools, or other projeetcbnical data used in
examples and notes are not guidelines recommendations. They are hypothetical stories and
background to help understand and apply the guidelines.

Note: Notes and examples will ladeledas suchindented and written in an italicfont. Figures
and tablegreferenced in notes and examples w&iflo be so marked.

Note: The text of this document includes linked crefsrences to specific sections, such as the
Develop ACVIRlanagementPlansection These will bainderlinedto indicate they are links.
Where the occasional forward link appears, effort has been made to provide some anticipatory
context.

Example: The Open Source AADL Tool Environment (OSATE) is an AADL Integrated Development
Environment (IDE) that is one among several available £08BL The guidelines of this

handbook are not specific to any particular toolpsanners andiusers of OSTEmustconsult the

OSATE documents fetailedmodeling guidelines specific to the capabilities of that tool.

Note: This is a living document beirgyvdlopedwith the support othe US Armyloint MultiRole
(JMR)Technology Demonstrat¢T D)Mission Syems Architecture Demonstration (MSAD)
Science & Technolo@8&T)program. Regularupdates are plannetb incorporate lessons
learnedfrom the JMRTDprogramand other interested contributorsReaders of this document
are encouraged to submiecommendabnsand corrections by communicating with the listed
government poinbf-contact for the issuing offic€omments can be provided by sending an
email ta usarmy.redstone.rdecoramrdec.mbx.acvip@mail.mibr calling 256342-6600Q

2. Develop ACVIP Management Plan
This section provides guidelines for planning the ACVIP elements of an indoadtrakted project,
which is a single program element within an oveaatjuisitionprogram lifecycle.There are four
umbrellaplanningguidelines that reappear in various detailed forms throoigtthis handbook.

1 ACVIP is a modeksed dryrun in advancef system implementation and integration. Model
development and virtual integration plans should reflect system development and integration
plans. Models for components will typically be acquired from the suppliers of those
components, and descriptiong models to be deliverechust be given to suppliers just as they
are for delivered components. Virtual integration of component models will often be performed
by the system integrator. Analysis of models at early reviews (System Requirements Review,
Prdiminary Design Review, and Critical Design Review) will determine acceptance of those
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models. Problems encountered due to virtual integration dependencies and schedules may
identify problems in component and system development plans.

1 Planning begins Wi the identification ofgoals and purposes. Plans are then refined to meet
those. For examplefrom goals for rework avoidanceategories ofntegrationdefects that ae
to beavoidedare identified;then analyses able to detedueir root causes araléentified; then
descriptions of the models that must be develogederform those analyseshen milestones
at which models areéeliveredand virtually integrated and analyzeithen activities to provide
the necessary assurance the systemigorasbuilt) conforms to the model and analysis
results.

1 The models used for virtual integfion should begpart of the requirements andpecifications for
the system and its componentdModeling andvirtual integration shouldbe aligned withsystem
development and integration(or more accuratelyviceversa) This provides assurance that
modeling and analysis results accurately desdtileeto-be and asbuilt system

This handbook is structured so that its outline can serve as a templated@ § (i NJAQVIP2 NI &
Management Plan. In particular ti@ructure Modeldor Deliveryand Virtual Integratiorand Define
Model ContentNeeded forAnalysesections (or portions thereofpay be taken as a starting point and
edited to remove unnecessary elements and add choices and dasailseded.

Theorganization of portions of this handbook reflects major defense acquisition milestones (System
Requirements Review, Preliminary Design Review, €ti$ is not intended to constrain the
development processused to meet planned milestones and deliables. ACVIP planners should
adapt these guidelines as necessary for agile, iterative, incremental, etc. development processes.

Where new models are being developed for legacy systems, the organizations within the Program Office
and the contractor that ee responsible for product line management should be involved in deciding

how much additional modeling of the legacy system should be done to benefit future anticipated
upgrades beyond what is essential for the current project.

2.1 Acquisition Context
ACVIP jans mustbe developed and tailored for eadrcquisitionprogram and each project within a
program A ProgramACVIMPlan is created and managedthg Program Systems Engineer to address the
overall ACVIP management approacthe supplier developa more detailed ACVIRlanagementPlan
that respondgo the Program ACVIPlan. This is analogous to the development of a System Emigige
Plan(SEPand a responding System EngineervignagementPlan(SEMP) As with the SEP and SEMP,
the ACVIRlansare updated as needettiroughout the program and each project.

ACVIP plans should decumented andvell-integrated with overall programand projectplans, butthis

handbookis silent about howACVIP planning informatioshould be captured in a specific s®f
documents.The Program System Engineering Plan should say how these plans are to be documented and
delivered. The SEP may call for separate ACVIP Plan and ACVIP Management Plan documents. The SEP
may call for ACVIP plans to be documented as elements within thenS¥ngineering Plan and System
Engineering Management Plan or other required planning documents.
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Figurel ACVImManagementPlan Major Project Milestoneshows milestones that will appear in an ACVIP
Management PlanThe initialACVIRMManagement Plan should be completed shortly after éveard, in
the same timeframe as the System Engineering Mgament Plan. Virtual integrations and modeling
and andysis will ke reviewed at each major projectview. Consistency of the final model deliverables
with the system deliverables will be verified at Plogs Configuration Audit. ettification and readiness
reviews and their milestones will depend on thejerct requirements identified in the Program System
Engineering Plan and Program ACVIP Plan.

v

N

Program ACVIP Planning

. System Preliminary Critical Physical
Selection . : ) . .
Requirements Design Design Configuration
& Award , . . .
Review Review Review Audit

A A A A A

<——— (Certification & Readiness Reviews —>

Figurel ACVImMManagementPlan Major Project Milestones

2.2 Identify ACVIP Goals
ACVIP plamersshouldfirst identify goals for theplanned ACVIP activities. Here is a list of goals that can
be supported by the guidelines in this handbook.

1 Reduce project cost and schedule by improving eavlyidance andletection ofarchitectural
defects that would otherwise result in significanwerk during software and systemtegration
and acceptance testing.

1 Reduce project risky improving early assessment, avoidareeg management oérchitectural
technical risks.

1 Redwe risk of consequential costs during operatidune to escaped defectscompromised
capabilities and workarounds in user procedures.

1 Reduce cost, schedule, and risk for subsequentesystipgrades by delivering architectural
modeling & analysis assdtsat streamlinesubsequenupgradeACVIP plans and tasks.

1 Achieve a costffective balance betweerihe benefits obtained and the ACVIP modeling &
analysis Horts required to meethe ACVIP plagoals.

ACVIP plans identify spBcimodels to be developednd virtually integrated and analyzed specific
milestones in order to achie these goals.Some models will bdeliverables that must satisfy customer
requirementsderived from the goals set the customer ACVIP plans

ACVIP plas identify and describe the following.

1 Thescope, purpose, structure armbntent of the modelsd be developed
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Modeling standards, libraries, and patterns to which delivered models must conform

Methods and acceptable tools to perform model development, viriotgration, and analyses
Milestones, procedures and formats for deliveringpdelsand analysis data

Procedures for taking corrective and preventative actions based on analysis results
Configuration management of the models and key development tools atad da

Activities to assure compliance ofb@ and asbuilt systems with their models

Methods and tools to support certification reviews and approvals

Support for otherelatedactivities such as program and configuration management
Schedules, resourcesaining, milestones, and performing organizations

=A =4 =4 =4 =4 4 -4 - -a 4

The ACVIP Management Plan is a living.pldre initial plan should anticipate thatvitll be refined and
changed during project execution.

ExampleAninitial ACVIP Management Platates that an architecturenodel shalbe
developed prior t&ystem Requirements RevigdRfRthat allocates functional requirements to
software and hardwareomponentssufficient to do a preliminary analysis and estimate of

processor loading and size/weight/power. Uncertainties in the model parameter values shall be

identified, sensitivityto those parameters shall be analyzeshdhigh-risk elements ofhe model
identified. he ACVIP plan shall be updatdSRRvith plans to further detaihigh-risk portions
of the modelndreduce uncertainty in higkensitivityparameters prior to PDR.

This handbook identifies several kinds of ACVIP analliaesnay be erformed at project milestones

The guidelines descrilibe contentof AADLmodels needed to perform those analyses. This listis neither
exhaustive nor exclusive. ACVIP plans should cite selected guidelines from this document and tailor or

extend themas needed for a specific acquisition program or family of acquisition programs.

ExampleThe government is acquiring a software component that will be provided as
Government Furnished Information (GFI) to other contractors on other projects. The final

delivery shall include an AADL model of that component that can be virtually integrated into the
AADL architecture models wiultiple other contractors. To accomplish this goal, the government

provides as a supplement to the solicitation an AADL model tipatiess key interfaces and
protocols of the execution environments into which the delivered model may be virtually

integrated. ¢ KA &4 Y2RSt KIFa | &, 2dzNJ O2 Y Ih2 sicBeyftidncey 2 RS €

criterion isthat the deliveed component modetill virtually integrate into this execution
environment model and then pass a specified set of interface consistency analyses.

When describing the purpose of a model, an important distinction is maslepecification versus
modelasdescription.

9 If the purpose is modaksspecification, then models must be developed early and included as

part of thesystemrequirements and sgcifications If the asbuilt system does not conform to
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the model, then the asuilt system is defdove. This is usually what is meant when engineers
refer to modetbased engineering.

9 If the purpose is modedsdescripion, then the modelslescribe existing componensnd
environment behaviorgn order to enablecertainanalyses. If thenodel does notaccurately
describe theasbuilt systemor its environmat, then the defect is in the model. This is usually
what is meant when scientists refer to a model cfyastem.

This distinction may be made for models as a whole, but it is oftecake that diierent elementsn

the samemodel have different purposes. For example, an upper bound on thread execution times or a
fault rate for a processor could be requirements to be met, or they could be descriptions of a
component that is required to be reused@he plan should distinguish whether a model element is a
specification or a descriptioim order to distinguish which artifact serves as the ground truth, which is
defective, and who bears the responsibility to repair the defect.

2.3 Reduce Project Rework
Studesshowthat costly defects are thosatroduced during requirementsrchitecture andspecification
developmentand that remainundetected until systm integration or laterf2, 6] Modeling & analysis
should be iderified during ACVIP lanning that havehigh detection effectiveness forategories of
requirements,architecture andspecification déects that createsignificantrisks of costly integration
rework, reductions insystem capabilityand fielded defects The selection of analysesll depend on
both the characteristics of a specific project (elgvel of safety or security assurance required, prior
experience with similar systems, special technical comatims) and availablmethodsand tools.

ExampleTablel Example Software Requirement Defect Categories for S@féigal Vehicle
Softwaresummarizes two taxonomies of requirents defects that were developed during
studies of defect data from seveidhtional Aeronautics and Space AdministratiddEA

programs These studies looked at requirements defects that resulted in significant late rework
or significantincreases in operator workload due to reduced system capabilities.

Tablel Example Software Requirement Defect Categories for Safetifical Vehicle Software

Example Software Example Requirement Error
Requirement Fault Taxonomy’] Root Cause Taxononj§]
Incomplete Requirement recognition
Omitted/missing Requirement deployment
Incorrect Interfaces not adequately identified/understood
Ambiguous Hardwarebehavior anomalies
Infeasible Interface specification not documented/communicated
Inconsistent Interface design during testing
Overspecification Lack of communication between hardware/software team
Not traceable Hardware behavior nalocumented
Unachievable Requirement not identified
Nonverifiable Requirement not understood
Misplaced Specification imprecise/unsystematic
Intentional deviation Requirement missing from document
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| Redundant/duplicate | Incomplete document akquirement or change
Coding error persists to integration testing
Design inadequate for required function
Another source of significant rework is changesdquirements made during proje@xecution. ACVIP
plans should consider the projegilans and development processes put in place to respond to
requirements changes. ACVIP plans sheulgpbortrequirements change management. Later sections
on ldentify RelationsBetween Models Identify Configurationsand Dynamic Behaviorsand ldentify
Change and Configuration Managememdeduresprovide guidelineshat assistchange management

The root cause of expensive rework may appear in an early model not as something that clearly fails an
analysis but as something that introduces unnecgssamplexity and increasessk of future defects.

This risk may depend ahe engineering methods and processes used during subsequent development
tasks. For example, the risk of later mistakes may depend on whether an engineering method will be used
that is able to deal with a certain kind of complexity or selected technology system architecture.
Models should be reviewed or analyzed to assess this category of root causes (risk due to unnecessary
complexity or incompatibility with dowsstream development and manufacturing processes).
Preventative as well as correaiadions may result from virtual integration reviews

ExampleAt the Preliminary Design Review (PDR), the architecture model shows that some
software componentsise a requestesponse protocol for interacting withdataserve. The

model shows that the copute platform will comply with the ARINC 653 standard, which uses a
static cyclic schedule to alternate between isolated software components. A preliminary latency
analysisshows that somasoftware componentwill needto send anticipatory requestscycle
before data is needed, data servers will needdorice incoming data writes before incoming
data requestsand clients and data servers will need to operate at different periodic rates. The
resultingsoftware and ssgtem integrationproblemis potentially solvile, but it would bdess
complex andlefectprone for software component developers and integrators if eithpa

periodic publisksubscribe protocavasused for all software componenigth that executio
environment scheduling protocad (2) aneventdrivenprocessoschedulilg protocolwere wsed
with that software requestesponse protocol

Experience shows that the task of creating a model in a rigorous modeling language will reveal defects in
other work products, such as ambiguities and missing information in a natural language document from
which a model has been derived. Engineering tasks that create models also serve as a form of structured
review for all the sources of information used to creabatt model before that model is subjected to
further analysis. ACVIP plans should anticipate that corrective and preventative actions will be needed
for defects detected during model development tasks. Corrections may be needed to work products
developed arlier in the program.

2.4 Reduce Project Risk
Risk is a measure of future uncertaif®y. Key performance parameters that might not be satisfare
technical risks Whee a key performancealuecan be obtained by applyingsaitable analysis to a
suitable model, modeling & analysis can be used to support risk management. This requires identifying
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the uncertainties present in a model, determining how those uncertainties affecaniadysis results for
key performancevalues(calleduncertainty propagation or sensitivity analygl€]), and then reducing
key uncertainties and identifying atliatives to mitigate unacceptable techniceks.

Key performance parameters having significaahnical sk due to uncertainties idesign parameters
should be identified that can be determined by analysis of the architecture model. This analysis should
be performed at the appropriate reviews, and risk analysis and mitigation steps should bebtded

on the results of these reviewd.ater sections otdentify Configurationsaind Dynamic Behaviorand

Define Model Contenieeded forAnalysesnclude guidelines omodeling architectural alternatives,
capturing uncertainty in models, and sensitivity analysis.

Example: Due to unually stringent constraints on size, weight and pofeera newUnmanned
Air \ehicle(UAV) program planners havdetermined there is significant risk of software
demand exceeding hardware capacifjheACVIPplansays that the AADL model provided at
PDRshall include dmand andcapacityestimatesfor the software and hardware components
The modelshall besubjected taan analysis ofveight, power, and hardware loadirigat shows
sensitivity to the uncertain demand and capagiframeter values The AAD model shall also
include variation points that identify architectural alternatives having lower softwareadem
(and the functionality and performance sacrificed for those alterngtigemitigate this risk.

Example: A system integrator will be intedgnaft several yeto-be-implemented software
applications fronmultiple supplier®nto a single processor module. Wetake execution times
that appear in the AADtomponent modelat PDRwvereestimated using operation counts and
benchmarks on a differemype of processor These model parametenave significant
uncertainty. To mitigate the technical risk of overloading the processor when software is
delivered and integrated, suppliers are directed to update their component models with
improved estimatesn a weekhbasis between PDR and component delivery. The system
integrator configures a continuous virtual integration server to pull component models from
supplier repositoriesach weekvirtually integrate them, and reun the hardware capacity
analysis. A dashboard displajows trends in softare demands and hardware loading as the
project proceeds after PDR.

2.5 Reduce Consequential Costs
ACVIP planners should considategories of defects that have high riskestaping into fielded systems
with significantrisk ofconsequential costsuch & death,damage, omissionfailure.

ACVIP planners shouldresider categries of defects that have significamsk of being reslved during
integration and acceptance testing by reducing or delaying operational capabbiiegrkaroundsto
operating procedureshat increasecrew workload or by workarounds to logistics and maintenance
procedures that increase sustainment costr reduce system availability.
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2.6 Anticipate Future Upgrades
Future upgrades to a system should also have ACVIP plans. Models delivered at the end of the previous
system development anpgrade contract should be used assets for the nexipgrade project. In
addition to the original models, the government may supply contractors with a modified model that
reflects government trade studies and is part of the specification of the upgrade to be performed.

One requiremenis that delivered models describe the-bgilt system with sufficient accuracy for this
purpose. Guidelines for this are found issure System Conforms to Models

The models developed on one project should accommodate anticipated future upgrRtiemers
should determine if the delivered model should also include alternative configurations in order to
support future trade studies or rigkanagement. Identify Configurationsand Dynamic Behaviors
provides guidelines for this.

A project may be upgrading a legacy system for which noetsagkist. ACVIP will require development
of some models of the existing systémsuch cases There is a lontgrm benefit in developing and
delivering models that benefisubsequentnticipatedupgrades. On the other hand, this may requi
substantidly more modeling andnalysis effort thams necessary faa single upgrade projectThe
Program Office should be involved in making these decisions.

2.7 Scope ACVIPAADL Modeling & Analysis
Projects use a variety of models written in a variety of languémyes variety of purposes. This
handbook provides guidelines for using AADL maeterform ACVIP tasksThere willinevitably be
information dependencieand requirements for consisteneand traceabilitypetween AADL models and
other kinds ofdocuments andmodels. Structure Modeldor Deliveryand Virtual Integratiorincludes
guidelines for managing relationships between AADL and other kinds of models. However, ACVIP
planmners must identify which activities are to be performasing AADL models and which using other
kinds of models.

Assuring consistency between all the infotioa captured inall models favors putting more
information into fewer models.A single model used for multiple purposes should be preferred over
multiple smaller models, each used for a single purpddds also simplifiesiodel lifecycle
management.

As a general guideline, AADL is wgelted for embedded computer system architectures. AADL is well
suited to model the architectural structui@ the system itself. AADL was developed to support a
variety of different architecturdevel analysis methds, and a variety of analysis tootay be available
AADL was developed to serve as a specification for system integration, and a variety ofaypbls
availableto generate integration data and verify compliance of theba#it system with the model.

Derived functional and performancequirements allocated to the systearchitecture (components

and their interfaces and interactionshould be captured in AADL. Key interfaces and software and
hardware configuration items should be captured in AAB{stem charaetistics that depend on
interactions between components, such as safety and security and timing, should be captured in AADL.
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Informationto guide and assure integratbility of components, such as interfaces and dependencies
between componats, should be captured in AADL.

DoD organizationare expected to conform to the DoD Architecture Framework (DoDAF) to the

maximum extent possiblg1]. DoDAF specifies information content and organization but not a specific
modeling language. Multiple presentation techniques and representation formats are permitted, such

as Integration DEFinition (IDEF) and the Unified Profile for DODAF/MODAF (UPDM). AADL is suitable for
some system architecture views, but as a generalgjuid AADL picks up where DoDAF leave£ofi.

user functional requirementspecifiedasuse cases and human/system workflows aot welt

supported by AADL, for example.

Detailed design models for individual components are usually done in modeling languages suited to the
particular application domain of those components. Detailed algorithm models, such as models from
which application software functional code could be@uttically generated, are not wedlipported by
AADL.

For some modelindata andanalysigurposes, the choice of modeling language will be fairly easy.
However, for some data and puoses there will beeasonable alternatives, and the choices may be

more complex. When making these decisions, ACVIP planners should consider that virtual integration of
models provided by multiple organizations requires a modeling language that suppadidardelivery

of models and data in standardrimats with standarcemantics. Thstructuring concept®sf the

modeling language must kwmiitable for virtual integation of delivered models.

Many modeling languages have features that allow users to introducededigred properties. Many
organizations create modelingiglelines to capture special semantics and patterns that are not part of
the standard language definition. However, the delivery of models that can then be used by many
organizations using tools from many vendoradsessary to carry olkCVIP. For argpecific modeling

and analysis task, preference should be given to the modeling language that has standard features and
semantics ad properties so that multiple organizations can exchange and use those models.

Virtual integration requires that models b&sctured so they can be independently developed and then
virtually integrated to form a larger model. Different modeling languages are better or worse suited for
this purpose. For example, modeling languages that have aleflled compositional struare and

clear declarations of interfaces distinct from implementations are better suited for virtual integration
than modeling languages that emphasize udefined views that can arbitrarily mix elements from
anywhere in the system modeModeling langage features that support reusgith-modification, such

as inheritance with modification, facilitate virtual integration.

Tools that support the selected analyses should be available to all organizations that will receive and
modify those models and reun those analyses. The availability of tools for the analyses selected for a
specific project should be considered. Contractor ACVIP Management Plans may reasonably employ
internal or proprietary tools, as long as those tool capabilities are not requiyetdse who are

receiving delivered models.
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Example: A suppli@f a prototype mission systeim provided with a Concepf Operations
(CONOPS) documesgdrly in the Technology Maturation & Risk Reduction ph@ikey ardo
deliver moded thatsupport SRRPDR and CDRiter establishing technical goals feach review,
contractor ACVIP planners evaluated SysML, UML, AADL, and M@lk$itandardized
languageshgainst these goals.

The ACVIP Management Plan calls for SysML requirements, use casgivatydiaagrams to be
derived from and traagback to the CONOPS document. There are no anscgandardized
language features in AADL, UML, or Modelica.

The highlevel mission system architecture is captured in AADL rather than SysML block
definitionand implementation diagrams, with traceability to show how Syshddeled
requirements and activities are allocated to AAbdhdeledperformance parameters

subsystems, and key interface§his decision was made because AADL provides standard
semantics angbroperties for computer system architectur@@\DL is better suited for virtual
integration (SysML diagrams that rraxd-match blocks from many subsystecmmplicate

virtual integration);and a single model can be progressiveljned and subjected torange of
analysis tools as the project progressesfiSRR through PDR and CDR to acceptance reviews.

UML class and state machine diagrams were selected to capture detailgdsiaad generate
code forsoftware componentthat do fault managemenand message routingModelica

models were selected to capture detailed dasiand generate code feoftware components
that do signal processing and febdck contral Both of these are standardized languages that
have semantis and available tools suited for the selected component application domains.

In previous contractor projects, different groups developed a large number of small spreadsheet
models for different specialized purposes. This caused problems due to ircoydistween

models and poor model lifecycle management. The ACVIP Management Plan states that the
Project System Engineer must first review and approve development and use of each such model.

Example: A supplier of agiotype mission system haggnifi@ntly investedn SysML trainig, a
proprietarymission systerprofile and modeling guidelines, a mixaafmmercial and proprietary
tools, and legacy models and experientéeirprofile andguidelines use SysML block ditifim
andimplementation diagrars to capture the mission system architecture at a level of detail
suitable for SRR and PDR.

The government requires an architecture model be delivered with Government Purpose Rights
(GPR)whereall data is captured in standardized language constructd,delivered models can
be modified andanalyzed by other contractors using widakailable tools.

The ACVIP Plan calls for the contractor to agveh internal tool using internéinding that
translates SysMhblock definition andmplementation diagramshat comply with their
proprietaryprofile and guidelines into AADLheywill acquire additionalvidely-availabletools
and trainsoftware and systems integration enginesosthat generated AADL can be manually
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extended and refied for use aCritical Design Revie®DR as well as SRR and PDIRis
leverages the existing SysML investment and experience, allows system engineatste
working at a levelof detailand with toolswith which they are faniliar, and adds the skills of
software and systems integration engineers to maintaimdelconsistency andddthe benefits
of modelbased engineering through CDR amiggration (the system integration plan calls for
the useof tools to automatically geerate integration configuratio files from the CDR AADL
mode).

The ACVIP ManagemeriaR should identify dependencies between tasks that use AADL models and
tasks that use other forms of data, including technical relationships between elements of AABIs mod
and other forms of data as needed.

Example: The government is acquiring a software application for integration into three different
types of air vehicle. To assure interoperability with existing software, the application shall

O2y T2 NXY (2 d harda sharédidatayni®deNIThere are also resource, timing,
4S1jdz2SyOAy3ds YR FldA G KFEYRtAYy3I NBI| ddatBYSy iia
modeling languagstandard.

ACVIPplanneRSOA RS GKF G | C!/ 9un | yAlledeRetopet ByWIi 6 A f A (&
software component supplier ! (G 22f ¢gAff 0SS dzaSR (2 datazi2 Yl (A

model to an AADL component interface model. An AADL extension mdhiallydeclared

that uses standard AADL properties to add resourcengirand sequencing, and fault handling
NBIlj dZANBSYSYy (ao ¢ K $ wilt be/p@vided-ay gart df thesspecific@&iéh§ issued
to the component supplier.

2.8 Identify Skills and Training
The skills needefbr ACVIRie somewhere between those of traditial systems engineers and
traditional software and hardware engineer8CVIP requires some of botACVIP also requires moeel
based development skills to create and manage models that can be subjected to a variety of specialized
analysis tools.

Systems rgineers allocate stakeholder requirements to system elemeht®y are responsible for
mapping customer needs into an implementable and sustainable produy perform trade studies,
they define the system architecturend assure all its elements waidgether to meet stakeholder
needs andthey identify uncertainties and manage risRll these skills are needed for ACVIP.

Software and hardware engineesse familiar with the technologies needed to implement the system.
Software and hardware integtian skills in particular are needed for ACVIRthough initial ACVIP

models may be fairly abstract, eventually key technical details must be modeled with sufficient precision
to enable automated analysis.

Model-based engineering at the component levalich as models from which application code can be
generated, is fairly mature and wigspread. Effective modddased engineering of components requires
specialized skills and experience with the specific modeling languages and tools that are uged. Att
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highest level of systems engineering where stakeholder needs are captured, models are still largely
structured diagrams that are assured primarily by human review rather than by automated analysis.

ACVIRs an emerging practice that falls between thdw/o skill sets. ACVIP is a mebdased bridge
between stakeholder needs and component designs that employs a variety of specialized analysis tools.
ACVIP Plans should include training as necessary.

2.9 Select Cost-Effective Modeling & Analysis
Like software, modeling & analysian consumean arbitrary amount of development resources if not
properly scoped and managedACVIP planning should consider cost and benefit given the available
development resources and model analysis capabiliftdanners shouldlefine milestones, analyses and
modelsthat meet the goals in a costffective manner

The primary way that ACVIP planners control gogstrsusbenefits is through their selection of the
analyses to be performed arible level of precision ahuncertainty with which they are performed

Improving early defect detection is the primafCVIP means to reduce rework cost and schedule and
project risk ACVIP does not need to detect makdfects, only enough to be worth the cos8udies

indicate hat moderateimprovements in early defect detection can be ceffective in reducing late

phase reworK12, 13] One study estimated that improving early defect detection by 10% would be cost
effective[14]. Some degree of false positive results is also acceptable. A virtual integration milestone
may be deemed to pass even when some analysis results fail. The goal is to achieve a good cost/benefit
trade-off between earlyphase effort spent and latphase efért avoided.

Issue tracking andoot cause analysis areommon practice. Organizations typically gtudies to
categorize defects as a means to hatprove development processedVhen designing such studies,
organizations should categorize defectaiway that informs ACVIP planning. Categorizations of defects
should be developed based on the likelihood that available modeling & analysis methods and tools could
detect those defects and the expectedstto-repair for eactcategory ofACVIRavoidabledefects.

Example: In a review of previous projects, a number of issues were found in the issue tracking
system whose root causes were timing race conditions. Engineers estitinatenly a third of
these are likely thhave been caught during CDR usingilable modeling methods and tools.
ACVIP planners decide to perform the modeling & analydisstfieasible because (1)arge

amount of time was spent in the system integration lab in previous projefitetthe causes of
intermittent timingissues(2) repair required that multiple suppliers make changes to their
delivered components, and (3) the costs of previous repiginfficantlyexceeded the estimated
modeling & analysis effort to be spent.

Example: In a review of previous projects, a nunobésues were found in the issue tracking
system due to missatchedvariable and file imponhames between softwarsource code units.
The projecplan calls for suppliers to deliver configurable source code, in a number of cases
automatically generatedising commercial tools. The software and systems integrator will
configure elivered code for a speciigstem. ACVIRplanneas decide not to model Application
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Program Interfaces (APIs) in detail sucls@srce codand filenames because: (1) signifita
multi-organization collaboration would be required to create and maintain such detail in the
models, (2) automatic application code generation limits supplier control over source code
naming and data representatigand (3) tle projectplan makes it easfor the system integrator
to make minor modifications such as name changes dugftgare integrationat little cost

with little or no ripple effects.

A second method that ACVIP planners can use to cortsilversus benefis to vary the degree of

detail to which modeling and analysis is performed. A uniform level of detail across the entireismodel
usually not necessanMixed-Fidelity Modeling and Analygisovides guidelines fanodeling and

analysis of different parts of the system model with different degrees of detail and uncertainty. Effort
should be focused on the parésd aspect®f the system where immved early defect detection has

the greatest benefit.

A third important method to control cost versus benefit is rolling ACVIP planning. An ACVIP
Management Plan is a living document. The initial plan may call for itself to be updtatékistones.

This is particularlysefulwhen combined with plans for risk management. At each milestone, the risks
due to uncertainty can be used to decide which portions of a model should be further detailetitdr
analyseat a subsequent mileste.

Where new models are being developed for legacy systems, the Programabffittee contractor
group responsible focontractorproduct line managemerghould be involved in deciding how much
additional modeling and analysis should be done (if anyeteefit future anticipated upgrades beyond
what is essential for a specific upgrade project.

3. Structure Models for Delivery and Virtual Integration
A key concept of ACVIP is the delivery of models that are virtually integrated to form larger mibdels.
must be possible to independently develop a set of models that can be delivered and integrated into a
larger model, where all these models satisfy Byamtactic and legality rules of the AADL standard. This
requires appropriate structung of the AADEystem andcomponentmodels Descriptionsfor the models
to be acquired must be developed first so they will virtually integrate intosystemmodel. Model
version and configuration and change manageméntneeded This section focuses on these
requirements. Define Model ConteniNeeded forAnalyseswill provide guidelines to gport various
analyses foproject review milestones.

3.1 Describe Models to be Developed and Delivered
A request for an item must describe the item to be delivered. The same is true for models. This section
provides guielines for describing a model that is to be developed or procured for an ACVIP task and
purpose.

To describe a desired model, a mothalsed description should be used. This handbook uses the term
GY2R3fASR RSAONRK LI A 2 spasedpedi KOSNI A KY § GX¥2REAGAY IdA &K
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helps describe a more elaborate deliverable model (mddesled description) from a model that specifies
a deliverable system (modbhsed specification). A modeased description is used to procure a model;
amodelbased specification is used to procure a system. A Data Item Description (DID) or (2atiact
Requirements List (CDRL) may have an accompanyingveskd description, for example. The ACVIP
plan for modelbased descriptions typidglresembles the supply chain structure: the government issues
a modelbased description to a system integrator, who develops and issues rhadet descriptions to
their suppliers, and so forth.

There is a high potential to reuse an early system spediin model to describe a desired elaboration of

that model as discussed iAbstracton, Elaborationand Conformanc® ¢KS (Shd¥d aY2R!
RSa ONMJ LI A 2 yoél AISYRR a0 YS20R SbinethesoAl2 djstnguig: & intended use of the

same model.

Ly (GKAa KFEyRo221 GKS &Ay3dzZ I NI &Y 2aRdpioperyNsBtsh&@ NE (G2 |
satisfies the sytacticNB | dZA NBYSy da 2F (GKS '!15] adl yRIMR® ¢t KS |
elaborativesemantics; multiple models may be integrated to form a system model, a system model

may be decomposed into component models, and one model can be declaredceateasion or

refinement of another model ACVIRlans must take the compositional and extensional relationships

between models into account when identifying models to be developed and delivered.

Example: A development organization receives an AADL ffinostebach of three suppliers at a

review milestone. Each models a software application that will be integrated with other equipment
to produce a system for an end customer. Two groups within the developing organization each
create an AADL model for a pieof equipment developed internally. A third group then virtually
integrates all these modete form a model of theystem. This virtually integrated model is

delivered to the customer for review. The ACVIP plans identify these as six AADL meeels (thr
models delivered by suppliers, two models of internally developed equipment, one virtually
integrated model that includes the other five as subcomponent models). The plans call for each
model to have no external semantic dependencies (other than stddsDL preleclared property
sets).

Models should include comments or have associated documentation that explains the purpose, rationale,

and intended use of the modell dza SNN& 3JdzA RS F2N) 0KIFdG Y2RSf o a2 RS
be structuredand written to facilitate human review. For large and complex models, an overview of the
structure of the model as a set of intdependent projects, packages, and systems should be provided.

This may take the form of model configuration documentation.

ACVIP plans should identify analyses to be performed and the milestone(s) at which those analyses are to
be reviewed and corrective and preventative actions identified or taken. This is the primary method to
specify what information content is required amodel¢ the model should contain the information
necessary to perform the required analysidefine Model Contenieeded forAnalysegprovides deailed
guidelines in this area.
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An important issue to consider is the reuse of existing models for existing components. To what degree
should an existing component model (and component) be modified for the needs of a specific project
versus modifying tharchitectural model (and system architecture) to enable reuse of existing component
models (and components) with little or no modification? ACVIP plans should reflect the overall project
plans for the system and components themselves.

Three different ptterns for modeltbased descriptions are described below.

3.1.1 Describe Models Using AADL Types
The simplest pattern to specify a desired model is an AP declaration provided as part of the
description. The desired model is an AADphlementation that corforms to that type declaration. AADL
type declarations may declaréeatures (such as input and outpunhessageports), flows, properties,
operatingmodes and annex declarations (such as error and functional behaviors) to which an AADL
implementation for that type must conform. Théype also unambiguously identifies the system
boundary and its interface to its environment of use.

data Sensor_Data
Details omitted in this example
end Sensor_Data;

data Track_Data
Details omitted in this example
end Track_Data;

system Desired_Component
The implementation model shall not refine any data types
of features or override any property values declared below.
features
sensed_objects: in data port Sensor_Data;
fused_tracks: out data port Track_Data;
flows
sensed_to_track_latency: flow path sensed_objects - > fused_tracks
{Latency = =>O0ms .. 100ms;};
properties
Memory_Size => 5 MByte;
end Desired_Component;

ExampleA software component supplier is to provide a model that can be virtually integrated into
an SRR model that will support a preliminary analysis of software memory loading atwend
latency requirements. The AADL type declaratshieavn inFigure2 Type declaration included
with a description of a desired implementation moaled developed by the system integrator and
included with the descriptiogiven to the supplier of this component model.

Figure2 Type declaration included with a description of a desired implementation model

This simple AADtype pattern may still be used in some cases where complex interactions with the
environment are part of the requirements. Contracts, assiguarantee, or input/output conformance
techniques can encode certain behaviors of the environment as well as reqaspdnses from the
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desired system.AADL Behavior Annex declarations may be ugsele the ACVIP Management Plan calls
out appropriate conformance guidelines and us§té.

3.1.2 Describe Models Using AADL Environment Models
A seond pattern is to explicitly model elements of the environment in which the desired system will be
used. In this pattern, the AADdystem used to model the system being developed is an AADL
subcomponentwithin a larger AADIsystem declaration. Sometimethis outer environment model
represents a physical environment, and elements such as crew and external objects are represented as
subcomponents. AADdbstract components should be used for objects that fall outside the scope of
AADL semantics, such aswrmembers.

Example Figure 3 Environment model included with specification of model to be delivered
illustrates a model that includes system subcomponenfor the system being developed (the
mission_system) together witlabstract subcomponentsthat represent crew, an external
network, andterrain that are not part of the system but are necessary to specify interactions that
the system must support. The overall system environment is declared usiabstihect rather

than thesystem category

An environment description model should be usadea virtual test harness by suppliers of component
models. A supplier of a component model should be able to perform a local virtual integration of their
component model into the provided environment modéihe environment description model should
dechreflows, properties, etc. that identify the analyses that should be supported by the delivered
component model.Many analyses depend on information from the environmefiuse of a subsystem

or component. Detailed guidelines fadifferent analysesre found inDefine Model Contenieeded for
Analyses It should be possibléor a supplietto run required analysis tools on this local virtual
integration, even though the results will not be as complete or certain as those to be obtained by the
model integrator during the system model virtual integration task.
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System_Environment.Impl
Implements System_Environment
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Figure3 Environment model included with specification of model to be delivered

3.1.3 Describe Models Using a Template
A third pattern for modebased descriptions is a pattern or template model that is intended to be
elaborated to create the desired model. Both oéthbove patterngtype and environmentjnay be
viewed as starting points for model elaboration. More complicated scenarios are also possible, such as
declaring a partial AADplementationthat is to beextendedandrefined by the to-be-delivered model.
Guidelines for elaborating models may be found\bstracton, Elaborationand Conformance

AADL allows property declaration in one part of a mod&l overridepropertiesand other characteristics

of model elements that they reference or incorporate. However, in some cases declarations in a model
are specifications that should not be overridden in supplier mod&tsne poperties in supplier models

are not configurable (should not be changed) by a virtual integratbis recommended that théADL
constantkeyword be used in propertyalueassociationgo explicitly restrict redefinitions of property
values. Property associations declaredtypesthat specify requirements to suppliers that should not be
modified by suppliers should be declareahstant Parameter associations declaredmplementations

that are fixed design choices made by suppliers and not configurable by users should beddeclar
constant ACVIP plans shoutiescribewhat may be overridden when model elements developed in one
task depend on model elements developed in another task.

Example Thetype declarationin Figure2 Type declaration included with a description of a
desired implementation modeicludesconstantproperty associations aralcomment that the
supplier model shall not override apsoperty valuesor refine the classifiersof anyfeatures

Copyright, 209, Adventium Labs.



27

declared in the AADdomponentype declarationc they are specifications to which the supplier
must conform

3.1.4 Provide Common AADL Libraries
Property sets andbiraries of common elements to be used by multiple model suppliers may also be useful
to include with descriptions of models to be delivered. This is particularly true where the system is to
conform to specified standards. Where a system is required mdocon to a standard at a key interface,
the model of that system should capture that requirement.

Example: The AADL ARINC 653 Annex defines a standard way to model ARINC 653 compute
modules. This annex defines a standard Agidperty setfor ARINC 653 ahdard properties.

This annex provides a modeling pattern to be used for the architecture of an integrated ARINC 653
compute module. Tools developed by different vendors to support ARINC 653 modeling will all
recognize the same properties and patternrSRINC 653 process and partition models developed

by different suppliers will all virtually integrate into ARINC 653 compute module model.

Example: A Mission System Integrator (MSI) is procuring software applications from several
subcontractors. These applications are to be hosted on a common computing platform provided
by the MSI. The MSI develops an ApBtkagethat declares a compute atform execution
environment model at a sufficient level of fidelity that software suppliers can bind their models
and run analyses to do static checking of interface consistency and resource loading. This package
is provided to suppliers as part of thesgriptions for models they are to deliver for PDR.

3.2 Modularize Model Text and Diagrams
Models themselves are modularized into declarations, files, folders, etc. This is not the samestthiag a
modularization of thesystem into an assembly of componentthat is captured in a model, but a model
al has its own structure as a sgfttext strings and diagranend files The modularization of aystem
is described by amstantiation of a selected ADLsystem implementationdeclaration. ACVIP plans
shoub addresshow the model text and diagranae modularized for separate development and delivery
and virtual integration.

AADL textual representation should be used for model delivery. Thealegrammaris what is
standardized. The AADL teatgrammarand structureallow many methods and tools used for software
source code change and configuration management to be applied to AADL mbtitlsods and tools

for source code delivery and sharing can also be adapted for AADLTtextcurrent AADL conveati is

that different AADL Integrated Development Environments (IDEs) may provide different graphical
viewpoints (different types of diagrams) obtained by rourigping from the AADL textual
representation.

AADL textnay be modularized using the followifapguage and development environment features.

1 AADLpackageqincludingproperty sets) are collections ofype, implementation, andproperty
definition declarations. The language definition regsialltype, implementation, andproperty
declarations to appear within a named\BLpackage Packagesnay depend on other named
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packages Declarations in ongackage can extend, refine, and addproperties to type,
implementation, andproperty declarations found in othgpackages Apackageor property set
should be the smallest unit of model development for the smallest unit of development task
breakdown.

1 Development environment files are the smallest unit that can be stored in a repository, exchanged
between developersand managed in a chaye and configuration management system. Each
AADLpackageshould be stored in its own file.

1 Development environment projects are sets of related irdependentpackagesproperty sets
files and folders. Many AADL tools, change and configuration mareageools, and delivery
tools and proceduresdefine and support a project concept, although with varying capabilities
and terminology. Development environments should allow a project to have information
dependencies on other projectsA project is theecommendedunit for modeldelivery.

1 AADLsystem implementation instantiationsare representations of the structure arimehavior
of a specific system Asystem instantiationcan be automatically generatddto a file from a
selectedsystem implementationdeclaration found in a collection phckagesaindproperty sets
that have nounsatisfiedexternal dependencies Asystem instantiationfile is a common unit
that is input toa tool for analysis. Systemmodelsthat are to be subjected to individual analysis
should have an identified AABLstem implementationdeclaration that carbe instantiated.

9 Different change and configuration managentemethods and tools may have differing
conceptual models and capabilisigle.g., distributed repositories, change sets). Where the
involved parties use different methods and tools, the ACVIP Management Plan should describe
how versioning and configuration information is to be exchanged along with the models.

ACVIP lans shou establish naming conventions for deliverable units (e.g., packages, files, faders)
needed These are only needed for elements of the model that will be referenced from other models
during virtual integration or for change and configuration managenpemposes.

The recommended default unit of model development and deliverysistanf AADL packages organized
as a set of one or more development environment projectdndividual AADLpackagesmay be
appropriate for some purposes.

Different developmentnvironments may add files to projects or assume additional usage conventions.
This applies to AADL Integrated Development Environments (IDEs) used for model development,
versioning conventions used by different organizations, and change and configursitagement tools.

AADL projects should be structuredlie as robust as possible to such differences. ACVIP plans should
identify differences that do have an impact and how they are addressed.

Whendefining model developmerdand deliveryunits, ACVIPlannersshould take into cosideration the
following issues.

1 Performers responsible for capturing specific data in models
1 Temporal sequencing of data availability and model development and use
1 Project plan dependencies between tasks and their input angutunodels
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Analyses that require system instanceo be generated

Information dependencies and relationships between models

Intellectual property and information security boundaries and restrictions

Model delivery and sharingpilestones and procedures amdethods

Model versioningconventions and change and configuration management methods

Alignment with system and component versioning and change and configuration management

=A =4 =4 4 -4 4

3.3 Address Access Restrictions
Information access restrictions must be considered wimadularizing model content for delivery.
Sufficient access rights must be provided to the model integrator by all component model suppliers to
perform the planned virtual integration and analysis tasks.

Architectural models should primarily focus onerfaces, externally observable behaviors, and
interactions between components. Information about component internal designs should be
minimized Among other benefits, this simplifies dealing with access restrictions, which are more likely
to apply at he detailed design rather than the architectural leeélabstraction.

Because packageis the smallest unit of model exchangriblic and private sections within the same
package should not be used to satisfy data access restriciidnen a model integrator is developing

model descriptions for model suppliers, a goal is to reuse elements of the system tmqdetuce

model descriptions for modealuppliers as discussed@rescribe Models to be Developed and Delivered

It may be necessary to derive different sanitized model descriptionsflerelt model supplierslue to
information access restrictionsWhere this is necessary, the structure and modularization of the system
model should take this into consideration so that deriving and managing sanitized model descriptions is
easier. |[dentify Change and Configuration Managemerddeduresshould include these derived
component model descriptions.

Amodel integratorayhave permissiona access datcom component model suppliers but be
prohibited from sharing component models from one supplier with another supplier. The model
integrator may not allow portions of the integrated model to be seen by component model suppliers.
The overalket of models should be modularized there is little or nalirect dependence between
models from different supplierdNote thissituation complicategollaborative debugging of the virtually
integrated models as discusseddtan Virtual Integrations

A component model provider may be required to support certain analyses of the virtually integrated
system model but not want to share certain detaidguired for that analysis. A method that can
accomplish this for certain kinds of analysis is for the component model provider to develop two
models, an internally fully detailed model andanitizedcomponent model delivered for virtual
integration. The component model developer performs an analysis on the fully detailed model and
then annotates thesanitizedcomponent model with data needed to run that analysis on the virtually
integrated system model. Seédstracton, Elaborationand Conformancéor a digussion of abstraction
relations between models. This approach requires an analysis toattlpabrts this form of
compositional or graypox analysis.
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Example: A Mission System Integrator (MSI) will conduct a continuous, agile virtual integration
process with multiple suppliers. The MSI directs each supplier to estaflctebrepository that

can be used teecurelyexchange modelsetween MSI andugplier. The MSWill Describe Models

Using a Templatplus other documentation for eacupplier by downloading that material to each
supplieQd NB LR AAG2NE @ 9 I OK -bastd dle¥criptHof heSniodel tieydred (K S
to deliver. Using modifications of toolsommonlyused for continuous software integration testing,
the MSI stands up a continuous virtual integration server that automatically pulls models from each
& dzLJLJ A S NXvértualBntegrates theNidto the M8lowerall architecture modeland applies

a selected set of analysis tool®nly the MSI has visibility to all supplier models and the overall
system architectle model. The MSI and their suppliers asellaborative agile process in which all
parties conthuously update their models. The MSI configures the virtual integration server so that
dashboard displays arefror notices appropriate for each supplier are visible to that supplier.

3.4 Identify Relations Between Models
ACVIP uses many models and work products that have a variety of relationships to each AG¥iP
plansshould identify important relationships between the multiple AADL models and other work products
and how those relationships are captured, managead averified. This subsection presents
considerations and guidelines ffmur important classes of relations between models.

Many sections of this handbook cite the use of A&RIlendsand refines declarations, ancroperty
inheritance and override languagfeatures, to manage a variety of relationships in large, complex,
evolving virtual integrations of multiple models from multiple sources. Such models typically consist of
many projects anghackages Selection of an AADL Integrated Development EnviemtniDE) and user
training should take into consideration the crasderencing capabilities for these language features.

3.4.1 Dependence
Ly (GKA& KIFIYyRo6221 GUKS aAy3dz I packagesR property BEBH&E NE (0 2
satisfies the syntactieequirements of the AADL standard. A model that is syntactically correct may still
have semantic dependencies on other models. The set of models input to an ACVIP task must typically be
syntactically correct andemantically sel€ontained -- that set mist collectively satisfy alhe standard
AADL legality rules, and it must be possible to instantiate system implementations declared in that set.

A dependency oAADLpackagesor property seton anothermust be explicitly delared at the beginning
using awith declaration. Almost all AADL tools will require tpatkagedependencies be satisfied and

will perform legality checks acrogmckageand property setboundaries. A project is a set of AADL
packages. A dependency exists between two projects ifppoject contains a package theithQa 2y S
or more packagesor property setsin the other project. An AADL model is a set of one or more AADL
projects. A model is dependent on another AADL model if it references things derlatett other
model.

A model developed by one organization may depend on models developed by other organizations. ACVIP
Plans should identify these dependencé®l explain how hey are to be satisfied.
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TheAADUanguage definition allows circular dam#encies betweempackages but notall development
environments may support circular dependencies between projecscular dependencies between
projectsshould be avoidednless there is a special need and all participafls support this.

Example A program plans taise a shared data metlto specify message content and layout
across multiple suppliersACVIRlans statethat all AADL models developed before the delivery
of that shared data model shouft explicitly idenfy anAADLdata typein declarations of
component input or output message ports (AADL permits this sort of partial declaraiab).
extensionandrefinementdeclarations shoulte used to add thisiformation later when the

data modelpackagebecomes available. This planiséies dependencies by limiting declarations
so they do notreate unsatisfiable dependenciastil that information becomes available

Example: A program plan calls for a supplier to developnaponentmodel that interfaces with
other component models to be gvided by other supplierdACVIP plamstatethat the customer
shall provide as part of the modehsed descriptio to each suppliea mock model of the
AYGUSNFIOSa G2 20K SiMdedt tzpdsi the SadiBriic dép2ndensy yulesyof a
AADL This plan satisfies dependencies by providing mock models that are sufficient for
component model development.

The type compatibility rules of AADL distinguish between the dgpeeand anextensionof that type,

a distinction that may be meaningful for tyjmhecking tools. Aenamesdeclaration is needed to refer
to the sametype acrosgpackageboundaries. Where an AABIpe declaration appears in a different
packagefrom its AADlimplementation declaration(s), a reference to an external AAixte should be
made using an AADEnamesdeclaration rather than by declaring a local AA&Rtensionof the
externaltype unless there is a specific reason to introduce a eatensionof that type.

3.4.2 Abstraction, Elaboration and Conformance
When one model is used asspecificatiorfor asystem, and there is more detailed modethat does or
will existfor that same systenthen the more detailed model should be congist with or satisfy thdess
detailed model One case where this will occur is successive virtual integrations at SRR, PDR, and CDR.
The model used at SRR will be less detailed than the one used at PDR, which in turn will be less detailed
than the one ued at CDR. All three of these are models ofsthmeto-be system. Thejust have different
degrees oinformation content and uncertainty. Another case this will occur is when an abstract model
is included as part of the specification for a more dethinodel to be acquired from a supplier, as
discussed iescribe Models to be Developed and Deliverdmany cases the more abstract model is
intended to capture requirements that must be satisfied by the more detailed one.

In this handbook, the less detailed and more uncertain model will be called an abstraction of the more
detailed and certain one. The more detailed and certain model will bedcalt elaboration of the less

detailed and more uncertain onelntuitively, when modeE is an elabration of modelA, thenE should

satisfy or be consistent witbr conform toA in some sense.
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An abstraction is a modal that has some, but not all, afie information in another modet and where
a class of properties that are true afare also true oE. Sometimes is developed first using limited
avalable informationand is subsequentlghangedinto E as additonal informationbecomes availalie.
Sometimes the more detailedodelEis developed first and themis developed becauge enables more
tractable analysis of a certain class of properties.

The key idea in the preceding paragraph is thabnforms toA whenproperties of inteest thatare true
for A are also true forE ¢ E satisfies every requirement tha& does ACVIRuses virtual integration

analysis to provide assurandkat the desired properties foA still are true forE as the model is

elaboratedduringdevelopment An ACVIP Plan should identify analyses that are to be performed across
all reviews, with increasingly detailed and certain analysis results, as one way to define what it means for
successive models to conform with preceding models.

A secondvay to declareconformance requirementis to use AADéxtendsandrefinesdeclarations.

Formal conformance relations are recommended where feasible and reasonable, as their rigor avoids
ambiguity and can enable automated verificatid®]. Where usedACVIP planshould identify how a
conformance relation is (to be) defined. The plan should identify how compliance with that rétatmn

be verified There may be multiple conformance relations required between a pair of lnode

Example: An AABLDR modeéhcludes an abstract state machispecifyinghow atype of
component responds to different kindsarriving messagesThis is specifiagsinglanguage
features fromthe standard AADL Behavior Annd6]. ACVIP plasistatethat all component
implementation modelsdeveloped by suppliers and all models of environments into whigh th
are virtually integrated shall satisfynanput/output conformanceelation', wherethe formal
definition of theinput/output (I/O) conformance relation shall be provided with the AAfldel
[17]. ACVIP plamstatethat a sample oEomponents shall be tested before delivery to asf@e
conformance of the abuilt componens with theAADLtype and behaviorspecification, where
the test set shall achieve a given metaked test coverage metric.

A model is also an abstractionthie systemthat it describes.This meaning of conformance is discussed
in Assure System Conforms to Models

3.4.1 Layering, Extension and Refinement
AADL has language features that support two important kinds of relatietvgeen models: extension
with refinement to support elaboration of earlier models by adding more informatéom bindings to
support layered architecture modelsAn advantage of using these language features is that syntactic

11/0 conformance relations can be applied when a specification model and an implementation model take the
form of state machines or transition systems whose events are classified as either input or output. The
specification can be viewed as a game plagetiveen the component and its environment. An input move by the
environment may change the state of the component, the component may only respond with an event allowed in
its current state, and some of the allowed output moves may also change the compstaén
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and legality rules of theahguageprovide some assurance of conformarimtween different layers or
degreesof abstraction as an overall system model increases in scope and detail.

Figure4 Extensiorwith RefinementAdds Informationto a Type (otmplementation)illustrates how
extension with refinementanadd new information to existing models in a way that is consistent with
AADL legality rules. ThgstemNavLogicals an AADL type (interfacdgclarationthat is subsequently
extended tosystemNavPlatform by refining the features to declatetails about groups of messages
sent and received an change propent valuesdeclared in the parent typeThe AADL standard
specifies various forms of refinements that can be applied to different kinds of feature and
subcomponent declarations when they aefined in an extension

This figure illustrates two ways in whicloperty associations can be declared: iprapertiessection of

a type or implementation declaration (the example here isenory_Size property association)or as

a clause in a feature or subcomponent declaration (the example here 3atheSize property
association). AADL rules for overriding property values give higher precedeprapésty associations

on feature and subcomponent declarations than to property associations in a type or implementation
propertiessection. lfa subcomponent declatimn has an inherited property association and is refined
to have an implementation with a property association, the inherited property association will override
the one in the implementation. To avoid possibleonfusion either one pattern or thether (declare
property associations on features and subcomponents;emlatethem inproperties sections)hould
consistently be followed for a given property. Property associations in property sections of types and
implementations are more flexible asodels become larger
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system NavlLogical
features
inputs:  feature group;
outputs: feature group
{Data_Size => 1 Kbyte;};

T

properties
Memory_Size => 10 MByte;
end NavLogical;

feature group Navin
-- details omitted

end Navin;

feature group NavOut
-- details omitted

end NavOut;

system NavPlatform extends NavlLogical
features
inputs: refined to feature group Navin;
outputs: refined to feature group NavOut
{Data_Size => 10 Khyte;}
properties
-- Include a DTED RAM cache.
Memory_Size => 100 MByte;
end NavPlatform;

Figure4 Extensionwith RefinementAdds Information to a Type (oimplementation)

Figureb Layering is a Common Pattern in Architectures and their Mdllied¢rates how binding
properties can be used to model layeregtiaitectures. This example illustrates the use of the
Function_Binding  property to allocate abstract and system types used to denote functiopsdoess
and data software components that provide those functions. Rilveessor_Binding

Connection_Binding , andMemory_Binding properties can subsequenthe used to bind these

software components to virtual resources in an execution environment that are themselves bound to
physical hardware elements. The layers in this figure illustratedineept the layersin a modelshould

be selected based on theeeds of the individual project.
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Figure5 Layering is a Common Pattern in Architectures and their Models

Consideration should be given to structuring layered modelthat different layers can be developed
independently ad then virtually integrated by adding an appropriate set of binding propeffiies one
layer to another This i@nother useful pattern when describing models to be procured different
groupsfor subsequent virtual integration.

Figure6 Implementation, Extension and Refment for Layered ArchitecturaBustrates how these
language features can also be used when a layered architecture model is developedd dfidtiealing
elements declared in one layer to elements in another layer, an element in one layee can b
implemented using subcomponents that are considered to be in another.|&etensions and
refinements may also bassigned to different layers than the layer in which the parent elements are
assigned. The choice depends on the nature of the profeat.example, if there is a relatively
straightforward mapping of functions to software components, tlmplementing extensions and
refinements of the original elements used to model functitmbkelythe simpler approach.

When layered architecture mads are used, and portions that are to be virtually integrated appear in
different layers, ACVIP planners should be carefdescribe the architecture layers, the layer to which
different procured models are assigned, ahé language features usdd interface between different
layers Models should be structured for delivery so that binding and extension declararemsade in

a separate package by a different groagpneeded Note that layered models may be incremelya
delivered. Thatis, aACVIP Plan may call for initial delivery of layers with subsequent delivery of more
detailed models of the layer.
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Figure6 Implementation, Extension and Refament for Layered Architectures

3.4.2 Sources of Truth
A model may contain data that is redundant with or derived from data in other models. ACVIP plans
aK2dzZ R ARSYGATe 6KAOK Y2RStfa& NS O2yaARSNBR (G(KS a
models will simply reference the gjle source of truth for a particular datum. There may be a more
complex relationship between the single source of truth model and other models that include
somewhat redundant information. Any of the relationships discussed in the following paragraphs may
be used for this purpose.

Example: A model developed for SRR declares masstbiddgcomponents of system. ACVIP

plans state that any mass data in subsequent more detailed models must fall within these

budgets. The plans state thattbed A y 3t S a2 dzNOS 2F (UNMziKé¢ F2NJ YI &
analysis shall be the 3D Computer Aided Design (3D CAD) solid models. Any magsspropert

appearing in theAADLCDR moddbr a hardwarecomponent should match the values obtained

by performimg a mass properties analysis of the corresponding version of the component solid

model. The plans state that model consistency analysis shall be performed to verify that specific

mass properties in all AADL models fall within the budgets declared iREBiven8del and that

these values are equivalent (within allowed error bounds) to the mass properties obtained from

the solid model.

Information may be captured in multiple models, especially models in different langukgegnportant
pieces of informationthe plan shoulddentify whichmodelis the single source of trutith which other
models should be verified to confornPlans may need to take into account differences in how a piece of
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information is declared in different models. For example, aimegted value declared as a scalar in one
model may need to conform to a budget declared as a range in another model.

Complex relationships may exist between declarations within a single system model that resulted from
virtual integration of multiple compaents. Describe Models Using AADL Tydesusses the need to
control which properties can be overridden and which bgtifferent roles More compex relationships

may exist due tdAbstracton, Elaborationand Conformancend Mixed-Fidelity Modeling and Analysis

For example, a property in a model description may establish a range or budget for properties to be
declared in the model supplied to satisfy that descripti@are should be tadn toclarify any such detailed
relationships between properties in different models or parts of a model.

Consistency is used in this handbook to refer to any rigorously defined relationship between thatlels
has been identified in ACVIRaps but does not fall into the previous categories of motizimodel
relationships. The ACVIP plan should cite defimitifor any additional consistency relationships and how
those relationships are used to carry out ACVIP tasks.

Exanple: An AADBDR modeadeclaresa logical structure fothe hardware of an embedded
computer system using AADL concepts sughr@sssorshusesandmemories A 3D CABolid
model of the & vehicle includes parts, assemblies, and mating constraints for circuit cards,
chassiswiring harnessesand electrical connectionsl he logicalesources andonnectionsn
the AADL model must be casteint with theassemblies and electrical connectivitythe solid
model.

Example A SimuLink model declares sampling rates for blocks in a control algorithm

specification. Code generated from this model is modularized for execution by different periodic
threadsthat are dispatched at the specified sampling rates. The shreddsdeclared in an

AADLCDR modagif this software component must be consistent with the SimuLink sampling

rates and control code modularization. The plan states that the SimdlZnR St A& G KS aaai
d2dzNOS 2F GNHziKE F2NJ al YLIX Ay3 NI GSa

3.5 Identify Configurations and Dynamic Behaviors
There are several situations where different kinds of configurations and behawiaysneed to be
captured in a single AADL model.

1 A model maydeclaremultiple possible configurations in order ttescibe a family of related
systems across multiple acquisition programgaudeclarealternatives to be evaluated during
trade-study tasks.

1 CGomponents delivered by suppliers manyged to be configured by the systemmanufacturer
duringsystem integratioror during field maintenanceThe model declares hoeomponents are
to be configured (what configuration data ngto be applied to eactomporent).

1 A ddivered system may undergarchitectural reconfiguration during mission planning and
preparation or mission execution.

1 A delivered system exhibits a variety of behaviors during use.
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This handbook distinguishes thes#uations, and this sectioprovides modeling and analysis guidelines
for each.

3.5.1 Configurable Models
A configurable model contains variation points, places where a declaration can be maodified in a defined
number of ways. Given a choice for every variation poiatimodel, each setged from a declaredet of
alternatives for each variation point, a single modeled system instance caanseaged for a specific
system configuration. This represents a developrtane configurationto select among alternative
systems not a possibleun-time reconfiguration. The finalsystem conforms to a single selected model
configuration. A configurable model can be viewed as a function thasmaet of choices for a set of
variation points to a specific AABYstem instancemodel. Configuralel models support product line
management and trade space dagtion, for example.

It is rarely the case that all possible combinations of variation point choices result in an acceptable system
configuration. For example, there usually exists a set ofatran point choices that results in a
configuration that fails to pass an analysis. The set of analyses that ACVIP planners decide to perform on
a model implicitly constrains which combinations of choices are allowed. A configurable model may also
expliatly define constraints involving multiple variation points, which also has the effect of ruling out
alternatives that appear in the croggoduct of all possible variation point choices.

There is nastandardway in AADL to explicitly identify which deatons are intended to be developer
selectable variation pointgand which are ngtand declareallowed sets of alternativesfor variation
points. This should be documented, e.gy defining specific modeling conventions in the plans,
commentswithin the models A number of standard AADL declarations may be identified as variation
points. Some primary candidates are:

Property value associationwith an identified set of alternative values
Subcomponenteclarations with an identified set of alternatitgesor implementations
Subcomponentdeclarations with identified sets of alternative actuals fioototype parameters
Array declarations with an identified set of alternatiugdex ranges

Multiple system implementationghat could be instantiated

= =4 =4 4 A

Variation points and their associated setf alternative choices should be explicitly identified in the
model. There may be configuration choices that cannot be easily defined using the aboledagsuch

as alternative patterns in an identified set @dnnections This could be done using defined comment
formats. Macro and language extension methods and tools could be applied. In all cabes)dbe
possible tounambiguouslypreprocess sth models by an appropriate method or tool to generate a legal
AADL model for a selected configuratiohis generated model will typically have a singystem
implementation declaration used to create anstancemodel for that system configuration.

AADL mode declarationsshould not be ged to specify developmettiime configurable modelsThey
should bereserved to specifypossible dynamic reconfigurations offielded systems as defined in
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Gonfigurable Systems AADL Behavior Annex declaratiare similarly reserved to specify riime
behaviors as described functional Behaviors

Example: Developers are trying to decide bemvan architecture that uses thrésrge

enclosures with poirto-point veryhigh-speed connections, versus an architecture that
distributes adrger number of smaller enclosures throughout the vehicle and uses a switched
network. ANAADLPDR modak created thatontains declarationof both kinds of computing
platforms.

To explore thérade space, developers usé¢rade space exploratioframework that integrates
several tools One tool interpretproperty associationsnd certain forms osubcomponent
classifierdeclarations in an AADL model as variation point declarations, whegadperty type
and theset of availablemplementationsfor aclassifierdefine ses of alternative choicesA
trade space exploration toolses MonteCarlomethods togeneratecombinations of choices.
For each choice tool is applied to the configurabdlAADL model tproducea system
implementationinstancemodelfor that set of choicesWeight analysis, power analysis,
utilization analysisreliability block diagrananalysisand fault treeanalysis tools are
automaticallyapplied. A trade space viization toolinputs analysis results for all
configurations and providdateractivevisualizations of the trade space Pareto frontier to the
developers.

3.5.2 Configurable Components
Somecomponents require the system integrator to provide configuration datahat equipment Field
maintenance may sometimes reload configuration dat&€onfiguration of eachndividual piece of
equipment may be performed in a number of ways, such as switch settings or installing a configuration
file.

The use of standard AADproperties to specify componenbnfiguration data should be very carefully
assessed taensurethe purpose is consistent with standard AADL semantics for those properties.
Otherwisenew propertiesshould be defined for thalype of component in an AADdroperty set Where

the configuration data is complexpaoperty can name a file that contains the configuration data. Where
complex configuration data includes information needed for a desired architectural anaysser
defined AADlannexcan be deeloped for thatype of component. The model should be documented to
identify whichproperty or annexdeclarations specify configuration data to be appliedctomponents
during manufacture.

ACVIP plans should descrifvew alternativecomponent configuaitions are to be handled during virtual
integration analysis.

3.5.3 Configurable Systems
AADL operating modes should k& used to specify how aystem may undergo architectural
reconfigurationsduring useg changesduring operationto the set ofsubcomponentsor connectionsor
properties that may affect architectural qualities such as timing or safety or security. These may occur
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duringmaintenancemission planning and preparatipor during missiorexecution An AADL operating
mode should not be confused with a functional mode, to be discussEdrintional Behaviors

In AADltype andimplementation declamations, AADimodesmay be declared together withventsthat
causetransitionsbetweenmodesduringsystem use The collection of all AADhode declarations in all
components together witkevent connectionshetween components forms a concurrent state mingh
model, where transition®etween operatingmodesoccur when specifiegventsoccur. Many AADL
declarations have modesclause to specify whether they apply or how they apply waeomponenis
operating in a declared subset of itodes AADImodes should be used to specifyow the architectire-
level behavior of aysem may change after that systehas been fielded These alternative behaviors
are calledsystemoperational modesrather than model configurations.

Because AADImodes declare changes tamperational behavior, mode declarations affect many
architecture analyses. Because the set ofmaltie declarations forms a concurrent state machine model,
state space explosion (or in this casede space explosion) can easily regultntractable analysis for
complex patterns of potentiadperational modes Mode transitionsoften havetransient semantics that

need to be taken into account during analysis, which complicates and may limit the results of certain kinds
of analysis.

Exanple: Amodetransition that activates and deactivates setdlufeadsis not an

instantaneous event. Thmodetransition will occur over an interval of time during which some
threadscomplete and undergo finalization and ottiereadsundergo initializaion and become
ready for dispatchingThe timing and source and destination of messam®ectionamay vary
during themodetransition interval.

ACVIP planners and model dey@drs should identify ruleso limit the complexity of AADImode
declarations asieeded for the planned analyses. Consider the capabilities of planned tools to perform
multi-mode analysis. Limit the size and complexitynofie state machines (number of modes, number

of transitions). Limit the extent to which differemtodetransition diagrams within different components
interact with each other. Limit the extent to which declarations are mddpendent. Where complex
behaviors that are specific to a particular component need to be specified, features of the AADL Behavior
Annex maybe preferable.

3.5.4 Functional Behaviors
¢KS GSN)Y a7Fda/NOIdRe/a (vl weadab i $his handbook to refer to alternative sets
of functional capabilities that can be provided by the systerits@peratorg18]. Functional modes
would be described in operator manuals, for examplare must be taken to distinguish this fréwADL
G 2 LIS NI i % whithreéfe2sRoSrun-time architectural configuration within the mission system
itself. AADL operating modes mde one language featuresed to model functinal modes, but
functional modes may also be modeled using otkieds of AADL behavioral modelidgclarations

TKS GSNY aO02YLRYSyid adliaSe oAttt 0S dzZaSR Ay (GKAA
components, such as the values stored in memory at any point in time for a software compdinent.
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AADL Behavior Annex defines language features that shoulddmkto model internal component
discrete states and state changd$].

Common measures of dependability are reliability, availability, and intdd@ff20]. To enable

analysis of these metrics, behaviors such as faults anditons such asrroneous or failed must be
modeled. The AADL Error Modeling Annex defines language features that should be used to model
these kinds of behaviof21].

Highlevel requirements such as those fainttional nodes and fault managementay result in an
architecture model thatisesa combination of these three (AADL operating modes, AADL Behavior
Annex, AADL Error Modeling AnneRg with operatingnodes, ACVIP planners and model developers
should identify rules to limit the complexity of models that mix these language feasordse planned
analyses are tractable®nsider the capabilities of available tools to perform saohlysis. Limit the
size and complexity dfoth individual behavior declarationsiniit the interactions between behaviors
declared in different behavioral modeling sldnguages.Consider tools that support human-the-

loop exploration of the mode and state space.

3.6 Identify Change and Configuration Management P rocedures
In an acquisition program that involves multiple models and organizations, different organizations are
likely to use different processes and tools to name, store, and manage versioreafigurations of
models. ACVIP plans should address processes and methods for common naming, versioning, and
configuration management to use when exchanging model information between involved organizations.
Configuration management may also need to bgpleed to selected modeling and development
environment tools and equipment. This section identifies situations likely to be encountered aesd iss
that should be considered.

ACVIP plans should take advantage of existing methods and tools used for eaftwace code change
and configuration management where suitable, as discussttbitularizeModel Textand Diagrams

In a virtual integration processmodel information will be produced and consumed by different
organizations. This may be accomplished in a number of ways. It may be accomplished by delivery of
models, or by using a shared model repository, or by using a model server that providedled@tccess

to the model data needed for a specified purpose. The combination used will depend on the
circumstances foeach project

ACVIP plans to produce and manage traceability, conformance, and consistency data should be
considered when identifyinghethods for naming, accessing and managing shared model data and the
tools used to create and analyze the model. The naming, versioning, and configuration management
methods must support the development and verification of required traceability, confoceyaand
consistency data.

Example: The ACVIP plan states tiiatt a & Ay 3t S & 2 dztelipSto-ldevelopedzi K¢ Y I &
equipment inAADLCDR modelshallbe taken fromthe masgroperties analysief asolid model
of that equipment.The version namingna configuration management methods identified
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should assure that mass data appearing in a given version of an AADL model is the same as that
produced by mass properties analysis of the correct version of the corresponding solid model.

There should be coman processes and methods to unambiguously name models, model versions, and
configurations of single and multiple models, across all organizations involved in the development or use
of a common set of modelsThe tools and environment that the models webeilt and analyzed with

may also need to be tracked. These common processes and methods should be identified at a level of
detail sufficient for the acquisition program.

Example: Developers in an acquisition program are encouraged to maximize use efcemm
catalog parts The ACVIPan calls for models @fommercialparts to be named and versioned
as described in the commercial catadog

Example: Two organizations will collaboratively develop a model usiagilerdevelopment
process. One organization will host a shared repository, shared configuration management
systemandshared issue and task tracking system. Changes to commowifilbe managed

using optimistic conflict resolution methods. Individual members of the teams will make direct
contact with each other as desired, laltsubstantive exchanges shld be captured in the
sharedissue and task tracking systémsupportproject management angostprojectprocess
improvementstudies

Configuration management may need to comply with other standards or regulatory requirements.

Example: Configuration magament obligations aredentifiedin RTCA D@78C. A Software
Configuraton Indexis one of the three alway®quired deliverableglentified inthat handbook.

Models may contain restrictednformation. Change and configuration management plans should take
into consideration the issues discussed\oldress Access Restrictions

3.7 Plan Virtual Integrations
Virtual integration is an activity that requir@gput modelstools, skilled personnel, and time

A major goabf ACVIP is to detect defects earlfhe ACVIP Management Plan should anticipate that
delivered models will not successfully virtually integrate and pass all planned analyses at the first attempt.
Virtual integration should be planned asallaborativedebuggingask that is led by the systemodel
integrator and supported by the component model suppliers. Schedules and the availability of technical
resources should be coordinated and aligned.

ACVIP planners should consider methods and tools to suggiributed collaborative engineeringFor
example,models may be exchanged between a model procurer and a model supplier using a shared
repository.

Example: A system integrator provides controlled access to a common repository by all component
model sippliers. The ACVIP Management Ritemtifies software engineering practices familiar
to all participants that are to be applied ®upport collaborative virtual integratiorsuch as
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policies for branch management and merge conflict resolutidreAADLtextual format is ugd,
and conventional tools (originally developed $oftware source codmanagementlare applied
to manage coliborative debugging of the integrated AADL models

The system architect should first develop a model of the overall sysrefmtecture at a high level of
abstraction. This initial model should minimally identify all subsystems and components for which more
detailed models will be acquired and virtually integrated. This AADL model will be derived from yet higher
level requiements, such as end user functional requirements and AADL patterns and libraries for
reference or familyof-systems architectures as discusse@aopeACVIRAADLModeling & Analysis

The following goals should be considered when planagrgponentmodel definition, component model
acquisition, and system model virtual integration.

1 Model descriptions provided to model suppliers by a virtual integratwuld reuse portions of
the system model into which the procured models will be virtually integragegldescriptions of
models to be procuredre selfcontained subsets of the system model.

1 A model description provided to a supplarould requirdittle or no modificatiorby that supplier
in order to make local use of that model, e.g. to use it as a virtual test harness.

1 A component model delivered by a supplier should require little or no modification in order to be
virtually integrated into thesystem model, e.g. it is a reusable model for a reusable component

These are goals in the sense they are unlikely to be fully achieve@VIP plans should identify
expectations and policies for model integrators and suppliers to change descriptive and delivered models
where this is needed to accomplish virtual integratiém overarching guideline is to structure description
models to rdlect the overall project plan and supply chain structuferecommendeddefault policy is

that the model integrator is responsible for model changes needed to accomplish virtual integration. This
minimizes the need for complex coordination between npldiorganizations and facilitates reusable
models for reusable components.

Delivered component models may require modification by the model integrator. For example,
dependencies may exist on mo@avironment models that were used during component model
development. These dependencies may need to be changed by the model integrator. The model
integrator may need to add additional data after receiving the component models. For example,
component configuratiorparameters and connectionsand bindings between components, may be
needed. Wherever possible, wdels should be structured so thaktensionsand refinements of the

earlier specification or delivered component models can be used to declare modificdtidribjsis not
always feasibler desirable

The virtual integrator will apply a specific set of tools to perform the planned analyses on the virtually
integrated model. It is not necessarily the case that model suppliers will have all the sedldy the
virtual integrator. In such cases, MIP planners should consider how component model suppliers will
support the finding and fixing of defects in the virtually integrated model.
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Model suppliers may havanalysis tools that are not avable to the model integrator. In some cases
this can bananaged using the compositional analysis approach describ&ddress Access Restrictions

4. Define Model Content Needed for Analyses
The primaryway in wich the needed modetontent isdescribed in an ACVIP Management Plan is to
identify the analyses that are to be performed on that mod€he information that must be captured in
a model is thatwhich isneeded to perform the requirednalyseswith the required precision and
certainty.  Guidelines for further refining this initial description are giverAnalysis Precisioand
Uncertaintyand Mixed-Fidelity Modeling and Analysaéid in subsections on individual analyses.

This section provides guidelinfss a menu oseveracommonly aplied analyses for major project review
milestones. Theanalyses discussed in shihandbook are notxhaustive. ACVIP planners shouselect
among these or select amorglditional analysethosethat are suited for their projects

This section is structured &sts ofanalyses to be considered at major review milestones: SRR, PBR, C
Analysis guidelines are given at the earliest milestone considered reasonable. A specific ACVIP
Management Plan may defer an analysis to a later milestone.

The models used at successive reviews should be elaborations of those used in preceding, @Eview
discussed irAbstracton, Elaborationand Conformance Once an analysis is introduced at a rewjiét
should be repeated atubsequent reviewsThe precision and certainty of analysis results will increase at
successive reviews due to the use of increasingly elabor@tddvalidatednodels. An analysis is often
only described once in this section, under the milestone at which it shiingidbe considered.

Thefollowing SRR, PDR and CBRsectiongrovide guidelines for lists of suitable analyses. Many of
these analyses can also contribute to certification reviews as discusSegbjrortCertificationApprovals
and Readiness Reviewdhe SRR, PDR and CHldelinesalign with safety and security policiesmd
requirements. Additional guidelines to use modeling and analysis asecil for certification authorities
will be provided in that section.

The ACVIP Magament Plan should identifgpecific tools to be used for each analySipecific analysis
tools may make assumptions about model semantics that go beyond the standarcdhAABADL Annex
semantics. This handbook is toedgnostic. These guidelines only refer to standard AADL features and
are at a higher level of abstraction than tesgecific details. ACVIP Maygment Plans shoulidlentify
guidelines at a toespecifidevel of detail where needed.

It may not be possible texactlycapture tobe system behaviousing AADL semantics and language
features. The selected tool assumptions and behaviors may not exactly match the technologies and
detailed design patterns selected for the-be system.ACVIP plans should Inde a tasko determine

what differencesexist between toolassumptions antbehavior andhe technologies and design patterns
selected for the tebe systemThe correspondence doa®t need to be exact, but the analysis results
need to be acceptable for the selected purpo%®here significant diffeencesexist, they may need to be
accountedfor in the risk and uncertainty management portions of the ACVIP Management Plan.
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Example: Aelectediming analysis tool assumes that a message will be sent by a thread at the
completion ofeach executioof that thread(the instants a thread is suspended awaiting the

next dispatch) In the selected Redlime Operating System (RT@Snessagéssent by a

threadby calling a send servieg any point during its execution. @RBystem wilexhikit a

greater range of message send timggan isassumed by the analysis todlhe ACVIP plan

includes a taskor engneers performingiming analysis to review analysis assumptionshef t
toolsand identify any uncertainty or error that might be introduced thecs irto the analysis

results. For example, greater jitter in message send times may increase anomalous scheduling
effects in some muHiesource systenm&2] [23].

Most analysis tools operate on an instation of a specifisystem implementationdeclaration. hbdel
comments should identify theystem implementationdeclaraton to be selected for each analysis

4.1 Analysis Precision and Uncertainty
Models can vary widely in their level of detail and uncertainty. The level of detail has a significant impact
on the ability to detect defects and assess and managecriesfd the cost and schedule required for
modeling & analysis. This also affects heerk is divided among different organizations, since the role
of one organization is often to receive a model having modest detail and then deliver back a model that
adds significantlynore detail. This section introducesncepts and guidelines wescrbe what level of
detail should be praded in a model.

¢SNX¥a &dzOK & aFdzyOlAzyltzé at23A0FEtXZ¢ YR GLKEA
intended use ollevel of abstraction of a model. Sonmeay associate specific meanings and processes

with these terms[24]. Some terms are defined in standards with technical meanings specific to those
A0FyRINRAY a4dzOK & aO2YLlzil GdA2y AYRSLISYRSyi(zé alLX
Object Management Group €ODUV a2 RSf S5NARGBSY | NOKAUGSOGdzZNBE 6as5! 0
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with levd or tier in thehierarchy of the model structure (e.g. system is level 1, subsystem is level 2). The
GSNY afS@Sté¢ 6FyR GUGASNEOD A& |faz2 a2YSOAVYeédnds dzaSR
like thesecan be onvenient ways to quickly and roughly indicate teeel of detail of a model. However,

they may also connote process phases or model purpobi Handbook does not define or recommend

any particular set of label® intuitively characterize the informsn content of a model Where ACVIP

planners choose to use such terms, they should be careful that their meaning is made clear in the context

of a specific project and performing organization.

This handbook uses precision and uncertaintjutdher characterize the detail needed in a model for a
specific purpose Precision refers to theegree of réinement with which an analysis performed or a
measurement stated It is the amount of information and level of detail in the model and nalgsis
results. Model precision is not the same thing as model accuracy, or the degree to which the model and
its analysis results accurately describe the final system. This topic is discuéssdri@ System Conforms

to Models

Copyright, 209, Adventium Labs.



46

Uncertainty refers to the degree of trust that the vakiproduced by an analysise close enough to the
actual values for the desired purpos®lote that uncertainty in pameters of the model and uncertainty
in the values produced by analysis aifferent things The latter must be determined as a function of
the former.

To decideor describe more exactlyhat needs to be captured in a model, the recommended method is
again to work backwards from the desired analysis. What level of detail is required in the analysis results?
How much uncertainty is acceptable in the analysis results?

The exact characterization of precision depends on e tof analysisldentifying the analysis needed

is the first step in defining the information required in the moddlis the information needed to run the
required analysis. However, many analysis tools will adapt to the amount of information in the gnodel
they provide resultdor what isdeclared in the model. The level of decomposition of a system into
subsystemsand sub-subsystemsnay need to be specified in the ACVIP planse AADLcategoriesof
components that are included in a mddeay need to be specified in thegpl.

ExampleA modelwith AADLsystemdeclarations for software and hardware with resource supply

and demand properties such as MIPS and BPS is sufficient for initial resource loading analysis.
When thesesystemsare elaborated to specifigrocessorsand threads the model hasufficient
precision to daesourceloaded scheduléschedulabilitypnalysis.

When deciding on the precision required in an analysis, planners should also take into consideration the
uncertainty in that model. Planners should not require a precision where the valoaki e too
uncertain to be useful.

Many analysesdetermine key performance parameters by analyzing design characteristics and
parameters that are captured in the model. The model developer has control over or can more directly
estimate the parameters anstructures thatare in the model. The analygistermines values that are
computed from the information in the model. It is often the uncertainty in the analysidtssthiat needs

to be determined as a function of the uncertainties in the parameterthefmodel. In order to do this,

the analysis method and tool must do some form of sensitivity analysis or uncertainty propad#&jon
Depending on the analysis, this may require that uncertainty in the model parameterseataptured in

the model in a suitable way.

Example: A virtually iiegrated model includes two redundant sensascompute module, and

display The compute module and display hardware are existing compowbotse failure rates are

well-known. Thesensors are a new product whose fault rate has been estimated. TWE AC
Management Plan calls for a fault tre@alysis to be performed at PDR, where the specified analysis

tool will output both overall function reliability ansnportance andsensitivity analysis values

Impartance analysis helpslentify faultevents thatO2 Y i NA 6 dzi S Y2aid G2 .GKS ae:
Sensitivity analysis helps identiult events where relatively small changa a fault ratewill lead

to relatively lar@ changes in function reliability.
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ACVIP planners should consider what support for sensitivity analysis and uncertainty propagation is
available in analysis tools, and how much additional modeling effort is needed to determine and capture
design parameter urertainties in the model. This is particularly important when a goal iedace risk

as discussed iReduceProjectRisk

4.2 Mixed -Fidelity Modeling and Analysis
Different subsystems in a model may haliferent degrees of precision and uncertaintyhis is
conventionallycalled mixeefidelity modeling. Thiscan easily occun a model created by virtually
integrating other models or in a model where some components have yet to be fully specif&VIP
planners should consider what level of detail is needed in the different parts of a model, and in the
parameters for different kinds of analyses, in order to achieve the desired benefits with the least
modeling effort. It is expected that most coplex system models will be mixdidielity.

ExampleA system integrator is virtually integrating a model of a sensor, three models of
software components that process sensor data, and a model of a display. The three software
component nodels are virtuallyntegrated nto a compute module. The sensor, software, and
display communicate over a switched network. ACVIP planners are most concerned about the
timing and loading of the compute module. The ACVIP Management Plan says the sensor and
display modelitegrated for PDRhay consist only of AAD¥pe declarations that declare

message contents and transmission radesl internal latency upper bound3he three software
component models shall include AABblementation declarations that specify threads and
message handhaking protocols. A latency timing analysis tool is selected that is able to
determine eneto-end latency boundssing blackbox sensor and display subsystem models and

a white-box compute module subggs model.

Some decisions about whichngof a model should be elaboratedth more detail and which are at a
sufficient level of detail might best be made during execution rather than initial planning. Planners
should consider the use of uncertaintydagensitivity analysis methods to guide decisions made during
program execution (rather than during program planning) about which information should be obtained
and which models or pastof models should be further elaborated.

Mixed-fidelity modeling andAbstracton, Elaboratiorand Conformanceelations within evolving models
create uncertainties in whether or not a model has been adequately speéifiedgiven purpose. The
AADL language standard provides flexibility for this but may also result in tools generating warnings.
There are standard AADL properties to control legality rule checking by toalad$sifiermatching and
signaturematching. In general, however, specific tools decide what fedk is provided in terms of
errors, warnings, information, etc. Different tools may have stricter or looser policies about making
default assumptions. Whether or not particular warnings (for exanate of concern depends on the
purpose. Large and complex models may result in large numbers of tool warnings and other
informative feedback. ACVIP planners should consider what tool suppad methodsare availableto
control and triagdool feedback.
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4.3 DoD System Safety Process
MIL-STDBB82E System Safetythe overarching framework for system safety in DoD prog{@sis MIL-
STB882E defines a system safety process that enables identification and managenteatanfis and
their associated risks during system development and sustaining engineering, illustrafégume 7
Elements of the MHSTDB882E System Safety Process

The use of modeling and analysis as evidenceettification authoritiesis not necessarily a planned
purpose of ACV|Rbut planned ACVIhodeling and analysis activities shouddll align with safety
processesn order to reduce projectisk and rework due to problems found during certificatidis
section overviews the safegyrocesgo provide context foisupporting analysediscussed in subsequent
reviewsections.

MIL-STDB882E does not identify specific technical methods that should be used to accomplish elements
of the system safety processSpecific safety objectives and methods are described in the Program
System Engineering Plan and the project System Engjiigelanagement Plan. Projects have their

own tailored safety plans. ACVIP planners should determine which safety analyses should be performed
based on project ACVIP goals and technical nedde guidelines in this handbook are presented in the
contex of the following more specific safety processes.

Figure7 Elements of the MIESTDB882E System Safety Process

Element 1:

Document the System > ERISch?anRt issk.
Safety Approach
v v
Element 2: Eleme_-nt 6:
. Verify, Validate and
IS Aty Document Risk
Document Hazards :
Reduction
Element 3: Element 7:
Assess and Accept Risk
Document Risk and Document
Element 4: Element 8:
Identify and Document Manage Life-Cycle
Risk Mitigation Measures Risk

4.3.1 SAEARP4761 Safety Assessnent Process
MIL-HDBK516B Airworthiness Certification Critediées elements ofSAE ARP4761 Guidelines and
Methods for Conducting the Safety Assessment Process on Civil Airborne Systems and Egdijmment
recommends specific analyses at specific phases of a system safety paédeségure8 SAEARP4761
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Safety Assessment Process Analyligstrates analyses that may be performed to support this process
and the directions in which information anchceability flow between analyses. Among these, this
handbook provides guidelines for:

Functional Hazard Assessment
Markov Analysis

Fault Tree Analysis

Failure Modes and Effects Analysis

=A =4 =4 =

Preliminary System Safety Assessment and System Safety Assesamieatacldressed using this
handbook by viewing them as elaborations of Functional Hazard Assessment combined with traceability
that shows how more detailed analyses provide evidence that risks have been satisfactorily mitigated.

FHA

System Design

PSSA - Preliminary System Safety Assessment
SSA - System Safety Assessment

MA - Markov Analysis _
DD - Dependency Diagrams System Architecture
ETA - Event Tree Analysis
FTA - Fault Tree Analysis
CCA - Common Cause Analysis

FMEA - Failure Modes & EffeCtSAnalws/

ETA FTA FMEA

FHA - Functional Hazard Assessment PSSA

Figure8 SAEARP4765afety Assessment Process Analyses

4.3.2 System-Theoretic Process Analysis
SystemTheoretic Process Analysis (STPA) is a hazard analysis technique for surfacing scenarios that lead
to identified hazards and accider[&7] [28][29]. STPA supports sayetinalysis from a systems
theoretic view of causality. The STPA approach views a system as control loops with nodes acting as
sensors, controllers, actuators, and the controlled plant. Sensor and control signals pass between these
nodes. STPA can idéwta larger set of potential accident causes, including causes that do not involve
component failures. STPA can identify hazards due to design flaws or unexpected interactions among
otherwise operational components. STPA also considers influenceseotiteigngineered system.
STPA analysis can take into consideration human interactions, processes, and organizational structures
that surround the system.
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The STPA process begins with the establishroktite foundational elements of the system being

analyzed. The first foundational element is the set of accidents and hazards for the system. In STPA an
accident is defined as an event leading to loss. A hazard is defined as a set of system states that, when
combined with worst case environmental condris, will lead to an accident. The second foundational
element is a set of constraints that will prevent the hazards from leading to accidents. The final
foundational element is the tofevel safety control structure of the system. This control streettan

be modeled in AADL, identifying the STPA role (sensor, actuator or controller) for components and their
interactions with each other. As part of the STPA analysis the developer applies risk controls to mitigate
the hazards.

With the foundationaklements identified, the STPA methodology shows how to analyze control loops
in two steps to determine if inappropriate control actions, or lack of necessary control actions, can lead
to accidents. The methodology identifies which conditions within theraijpon of the control loop
components and which external factors can lead to hazardous control actions. STPA Step 1 uses
guidewords to help identify unsafe control actions. These guidewords specify when a control action is:

1. Provided when not appropttia
2. Not provided when needed
3. Applied too long

4. Stopped too soon

5. Provided early

6. Provided late

Unsafe control actions are identified by applying the guidewords to all of the control signals within the
system and tracking which ones can lead to hazards. Step 2 of STPA determines how these hazardous
actions can occur within a system. This step latkgperations within a component such as inadequate
control, or an inconsistent process model within a controller, or inadequate operation of a sensor or
actuator. This step requires domain experts to identify scenarios where hazardous actions can occur
even if no components fail.

Portions of the STPA analysis can be supported using an AADL system model. The control system can be
modeled using AADL components. The control signals can be modeled with flows. The EMV2 error

library can be leveraged to alyperrors based on guidewords. Hazards and accidents can be

represented using properties. TIBRRFunctional Hazard Assessmanid other more deta@d analyses

that support the overall safety process contain guidelines for conducting an STPA process using AADL.

4.4 DoD Cybersecurity Process
DoDI 8500.01 Cybersecurnisovides an overviewfdhe security process for DoD Information
Technology(IT)systemq30]. The use of modeling and analysis as evidenstuiritycertification
authorities is not necessarily a planned purpose of ACVIP, but planned ACVIP modeling and analysis
activitiesshould still align with secity processes in order to reduce project risk and rework due to
problems found during certification. iBhsection overviews the securityocess to provide context for
specificsupporting analysediscussed in subsequeamtview sections.
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Department of Dé&ense Instructions (DoDl) define a hierarchy of requirements that impact security
qualification for National Security Systems (NSS) like Future Vertical Lift (FVL). TH&unsbrection,

DoDI 8500.01 Cybersecurisppmmarizes the key areas for concéseeFigure9). This Handbook

focuses on two of those areas: security qualification for DoD Information Technology (IT) that process
multiple levels of classified infimation in support of mission partners, and Hs&sed security

qualification for all DoD IT. The following sections guide model developers to create supporting
evidence, at major system development milestones, for each qualification. In the spirit &? A&/I
guidance focuses on activities performed prior to CDR.

Identify Identify Assess Identify Needed Verify Control Assess Control
CD Flow CD Flow Community Controls Deployment Effectiveness

Needs Requirements Risk

DoDI 8510.01 “Risk Management Framework
DoDI 8540.01 “Cross Domain Policy” (RMF) for DoD Information Technology”

[ Mission Partners ] [ Risk Management ]

Integration and ][ Identity ][ Cyberspace ]
Interoperability Assurance Defense

Cybersecuri Information
| Performance | DoDI 8500.01 “Cybersecurity” Vm : X g

Figure9. Two Key Cybesecurity Regulations for DoD IT

[ Operational Resilience ] [ DoD Information ] [

4.4.1 Cross Domain Policy
DoDI 8540.01 Cross Domain Pdleyuires DoD IT that will process multiple levels of classified
information to useanapproved cross domain solutig@DS) for information sharing between different
security domaing31]. An goproved CD% onesekcted from the Unified Cross Domain Services
Management Office (UCDSMO) Baseline List of Approved Solutions. Approving authorities pose three
key questions: is the CDS needed, what are its requirements, and what is the risk to the DoD
community? Modebasal engineering activities at SRR should demonstrate the need for the CDS,
activities at PDR should identify the requirements that support the selection of the CDS, and activities at
CDR should assess that selection within the overall system architectaopport an overall risk
assessmentModel-basedarchitecturalanalysisshouldminimize the riskhat the systemwill fail an
assessmenagainstbDoDI 880.01.

Afirst step for the modeling activity is to identify the system boundary and tibgell A G A S& Ay GKS
SYGANRYYSYyld GKFG SAGKSNI O2yadzYS 2NJ LINPBARS Of | &
environment determines the need for the CB&ording to the external networks to whitte system

connects and the external users who acabgssystem

A

ax

a2RSt lFylfeaira Ydzald RSY2yadN) GS GKntléveldoF GKS aeadas
information security processing, then the system isolates that processing by security level. Specifically,
analysis must show thdlhe CDS partitions information processiwghin the systemby security level.

Model analysis should examineth explicit information flows, such as connections to external

networks and users, and implicit information flows, such as bindings between software and hardware.
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Only model components designed as a CDS should observe information flows at multiple tioforma
security levels.

Systenswith MLS processing requirements generally adoptultiple Independent Levels of Security
(MILS) architecture, that is, single level components conteeatCDS to enable cross domain
information sharing. MILS architectures provide rigorous separation between components at different
levels, which is achieved either by phydicaéparating these components on different execution
platforms or by hostinglte component®n an access type CP&hichisolates its processing partitions.
Information sharing occursiaa transfer type CDS, vdh convertsinformation at one security levéb a
different security level.

4.4.2 Risk Management Framework Policy
DoDI 8510.0Risk Management Framework (RMé) DoD Information Technologgquires a risk
assessment of DoD IT for information asswegapg9] [32] [33]. Following the shstep RMF process
(illustrated inFigurelO Risk Management Framework Process Stegpe DoD IT system owner
categorizes the system according to its impact on mission assurance given a loss of information
Confidentiality Integrity and Availability selects security controls to minimize those losses, implements
the security controls, assesses that implementation, and after approval to deploy the DoD IT, continues
to monitor the system for potential losses. Systems with higher impagitement stronger security
controls. Modelbased engineering activities at SRR should support system categorization, activities at
PDR should support security control selection, and activities at CDR should support security control
assessment.
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Architecture Description

« MissionBusiness Processes

« FEA Reference Models
« Segmentand Solution Architectures
« Information S ystem Boundaries

Repeatas necessary

-

Step 6
MONITOR
Security Controls

SP 800-137

Step 5
AUTHORIZE
Information Systems

SP 800-37

<

Starting
1 Point r

Step 1

CATEGORIZE
Information Systems

FIPS 199/ SP 800-60

RISK
MANAGEMENT
FRAMEWORK

Security Life Cycle

Step 4

ASSESS
Security Controls

SP 800-53A

Organizational Inputs
« Laws, Directives, Policy, Guidance
« Strategic Goals and O bjectives
« Information Security Requirements
« Priorities and Resourc e Availability

-

Step 2

SELECT
Security Controls

FIPS 200 | SP 800-53

Step 3

IMPLEMENT
Security Controls

SP 800-160

<

Note: CNSS Instruction 1253 provides guidance for RMF Steps 1 and 2 for National Security Systems (NSS).

The firststepis to model the system boundaryhe model developer should modék entities in the
SY @A NB Y Vil ¥ystent] ke inforragofio®/dNtd abd from thas&entities
and the impact of each informatidiow2 y G KS a&adisSvyQa
' @At FOoAfAGE

aeadsyQa

FigurelORisk Management Framework Process Steps

LydSanNnaides FyR

flows to access or impaatore critical flows

Next, the model developer shouidodelthe security controls required to protetie information flows
according taheir CIA impac Whilethe RMF process calfiar choosingsecuritycontrols based othe
highestidentified impact,choosing controls at thgranularity ofanindividualinformation flowlets the
model developeteverage architectures that isolate flowadavoid theneed forsecurity controls
everywhere This consideratin is especially important for embedded systems that partition processing

across space and time.

RMFsecurity controloffer protectionthrough policy andechnical means. The model developer will
focuson technicalcontrols that is,controlsto beimplemented in softwar@ndhardware The model

developer shouldpecifythe systemcomponents thawill implement required technical controlodel
analysishouldconfirm that the system implements all technical contna@guired to fully protect each

information flowaccording to its CIA impacts
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TheRMFsecurity control assessme(tbtep 4 measures the effectiveness eachcontrol. The RMF
procesameasureseffectiveness largely in terms whether the control operates correctly. ¥dout an
implementationhowever, it is difficult to measure coectness S instead,modelanalysisat this stage
should examine architectural considerations for effectiven&ss examplemodel analysishould
assess whether or not it is possible to bypassadtetrol andstill accesghe protected informatiorflow.
Model analysishouldalso look for ways ttamper withthe O 2 y (i dé@#ifucationand changethe
enforcementbehaviorof the control Theseearly, architecturecentricanalygssupportthe RMF
LINE O &sdeasthant of control effectiveness amelp lower the riskof a failedassessmen

4.5 System Requirements Review
The System Requirements Review (3RBR)resthat systemand performance requirements derived from
the Initial Capabilities Document (ICD) or draft Capability Deweent Document (CDD) adefined and
consistent with cost, schedulesk, and other system constraints; and with end user expectatitiems
from the SRR Products and Critegigidelinesthat are relevant to AADL modeling and analysis thelu
[34]:

Technical risks are identified, and mitigatidans are in place
External interfaces to the system have been documented
Preliminary identification of all software components is completed

=A =4 =4 =4

correlated design requiraents

Bidirectional traceability has been established

Software functionality is consistent with software sizing estimates and resource loading
Programming architectures and security requirements have been identified

Hazards have been reviewed and matigg courses of action have been allocated.
Certifying agencies have been identified and certification requirements are understood.

=A =4 =4 4 -8 4 A

The Modeling and Simulation (M&BJan for lifecycle support (including lifeycle costs / total

The system specification has been adequately expanded to reflect tailored, derived, and

Government and contractor configuration management strategies are complete and adequate.

ownership costs (LCC/TOC), training devices, tactics, air vehicle, mission system etc.) is complete

and adequate to support system design and operation.

4.5.1 SRR General Guidelines
All key performace requirements that aréo be analyzed at any review should &&ptured in property,
annex or other AADL declarations. At SRR this is not necessarily sufficiatbolto produce nomrtrivial
analysigesults, but the modeshould establish the requirements that are to figbsequenthanalyzed in
more elaborate detail at PDR and CDireach of the analysis subsectionatifollow, examples oAADL
declarations that may be used for different kinds of analyses will be shown.

A presumption of the previous paragraph is that model defentprecisionsuncertainties, etc., and the

analyses selected to detect and address them, can be traced back to system requirements. If studies

during ACYP planning determine that an analyssosteffective to meet ACVIP goals, but thealysis
results do not trace to a requiremerthen that may indicate a defect ithe requirements. However, this
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handbook does not recommendthdt acosteffectiveanalysishe omitted just becausé does rot clearly
traceto a requirement.

The modelshould includea modularization of the system architecture into major subsystems and
components as needed to specify respd key interfaces.The system boundary is a key interface that
shouldbe captured. Th8RR model shoulsk elaborated into key subsystems and components as needed
to do this. The SRR products and criteria checklist requires a preliminary identification of all software
components, which may require further detail in how the system is mothed into components.

Additional content may be added to define architectural alternatives and euppade studies.
Additional content may be needed to support ACVIP ManagementrBlamanagement tasks.

Additional model contat should be added asecessary to guide the development of the P&mi
subsequenimodek. The SRR modsérves as the initial specification for all the more elaborate models
that are to be subsequently developeprocured, and virtually integrated.The guidelines providedhi
Describe Models to be Developed and Deliveshduld be applied to the SRR model.

4.5.2 SRR Technical PlansReview
Several plans are normally reviewed at SEfRements of the ACVIP Management Plan may need to be
consistent with or may contribute tthese plans. ACVIP Management Plan elements sholftheled
in plan reviews as needed. Here are some examplesaoktat are normally reviewed at SRR and may
be related to ACVIP activities.

System Engineering Management Plan
Risk Management Plan

Modeling & Simulation Plan

Test plans

Certificationplans

= =4 =4 4 A

4.5.3 SRR Trade StudiesPerformed
Someprojects require that architectral alternatives be identified and trade studies performed.

The guidelines fo€onfigurable Modelshould be used to model architectural alternatiteshe
evaluated during trade studies. This establishes the design space to be explored during the trade study.

Ideally an analysis tool is available for ekeliperformance parameter (quality metric) to be assessed
during the trade studyWhere qualitaive or other manual assessments are performed for a metric,
care should be taken that the metric may depend on the overall model configuration and not just a
specific component. Each such metric should be associated with a set of model configurdimns. T
guidelines foiConfigurable Modelsan be used to establish a naming convention for model
configurations.

Example: A contract calls for a trade study of weight v. power v. reliability v. four alternative
bundles of mission futional capabilities.The trade study is to be reviewed at SRRe SRR
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model captures alternatives for redundancy by declaring multipiée mentationsfor major
compute platform (execution environmestbcomponent®f the systemHardware
componens in thesealternative implementations have weight apdwerpropertiesand AADL

Error Annexerror modelsdeclared. The SRR model captures the alternative bundles of mission

capabilities by declaring multiplmplementationsfor major softwaresubcomponent®of the

system. The contractor uses a trade space exploration framework to automate trade studies as

follows.

1 The framework recognizes multipieplementationsfor asubcomponentype as
candidate variation points.

1 The framework recognizgsopertiesas candidate variation points.

1 The framework allows users itateractively select subsets iofiplementationsand
subsets opropertiesand their rangeso define the architectural design space to be
explored.

1 The framewok automatically enumerates configurations within thelected
architectural design space.

9 For each configuration, the framework runs an automated softwarardware
binding tool and then weigldumming powersumming and fault tree reliability
analysigools.

1 The framework provides a trade spacgudlization and exploration graphical interface
that allows users to iteratively refine the scope and parameters of the trade study.

4.5.4 SRR Traceability Established
Requirements traceability should be establishsdSRRThe SRR model should declare requirements
that are allocated to the architecturand its componentand to be verified by analysis of the
architecture model as discussed3RR General Guideline§he SRR model should also establish

modeling patterns and conventions that will be used to elaborate traceability information as the project

progresseshrough subsequent reviewsrhe ACVIP Management Plan description for the SRR model
should call for such patterns and conventions to be established bynSRIRition to capture of the
relevant highlevel requirements

Requirements traceability must oacacross different kinds of mod&-model boundaries.

9 Traceability must be establishéam highlevel stakeholder requirements in formats such as

natural language documents and specialized functional requirements modeling languages to the

AADLSRR model.

1 Requirements must be traced from the SRR model through PDR and CDR models to certification

and acceptance models.
1 Requirements must be traced from the AADL models to various analysis results obtained by
applying tools to those models.
1 Componentequirements must be traced from AADL component models to various formats
used fordetailed component specifications ftre different kinds of components.
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Adopting a single convention for traceability can simplify a model and its review. However,
requirements that are addressed using different analysethods and tools may reasonahlge

different methods to establish traceability. This allows specific analysis methods and tools to associate
specific semantics with traceability relations that enablecawiated verification of traceability relations.
When desabing how traceability isaptured for differentrequirements, ACVIP planners should

consider wiether alreadyselected analysis methods, tools, and model content also bring with them
traceability cpabilities. For a selected analydis assess a selected class of requiremeatssider the
question, Will the structure of the model and capabilities of the tool impiciteate and verify

traceability?

AADL exterien and refinement declarationsan beused to establish traceability for some requirements
and analyses without additional special traceability declaratidfer example, interface static
consistency analysis can make use of this form of implicit traceabiBtyidelines for controlling

property value inheritance are given Abstracton, Elaborationand ConformanceWhether or not
property inheritance is sufficient to establish traceability from an earlier to a more elaborate model
depends on the kind of analysiad tools that make use of those properties

Example: Thetakeholder requirements included a performamequirement that the crew be

alerted of a particular class of threats within 1 second of a sensor detecting those threats. This is
captured in d_atency property associatiofor anend to end flowfrom the sensor to the cockpit
display.The SRR modelalis this flow passing through a sequencéak pathsdeclared in the
types(interfaces) of major subsystems. As the SRR model is elaborated into PDR then CDR
models,mplementationsare declared for thesktow pathsas part of themplementationsof

the subsystems. The AADL language features for flows implicitly capture traceability from the
high-levelend to end flowin the SRR model to a fully implemented and detaitatito end flow

in the CDR model.

AADL is webuited to model embedded computer sgsh architectures. Highdevel requirements are
usually captured in natural language documents or DODAF presentation and representation formats, such
as use cases and human/system workflows. This relationship was discussed eSdayeACVIRAADL
Modeling & Analysis

The computer system architecture is typically not organized and modularized the same way as the higher
level viewpoints, presentations, and representations. AADL model elements that denote elements in
higherlevel requirements need to be allocated to sybems and properties of the computer system
architecture model, often in a martp-many relationship that cuts across key interfaces in the computer
system architecture. The ACVIP Management Plan should state how relationships between these higher
level presentations and representations are mapped to the SRR model. The plan should state how
traceability between these highdevel requirements and the SRR model is established and maintained.

Constructof higherlevel mocatling languages widlverlap tosome extent with AADhut not completely
Use case and activity diagrams are examples that have selgloorresponding construcis AADL, but
block definitionand implementation diagrams can loeapped to AADLIn a reasonably straightforward
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way. Someverlapcan aid irestablishing traceability, but unnecessary duplication of information should
be avoided. The modeling done in the higherel representationshould be limited to what can be
expressed in the standard semantics of that languagienuchas possiblémodeled without using toel
specific or custom modeling features or profiles). TDierlappingmodeling ane in the highetevel
representationshould be limited to what is needed to establish traceability to the AADL architecture
model.

Exanple: The draft AADL Requirements Definition and Analysis Language (RDAL) Annex provides
a proposed standard way to capture additionaduéements information anéxplicitlydeclared
traceability linkan an AADL modelTools may be available that suppdraft annexes.

9EI YL SY ¢KS ho2S0i0 al yl3SySyid DNRdzJ 6haD0 wSj
be usedy toolsto interface with external requirementiata bases.

Examplein one project, a contractor receivatskelolder requirements includingSysML

model This model consigtsimarily ofrequirements, use casand activity diagrams. There are
a few block definition and implementation diagrams that show the system boundary and key
interfaces to governmerfurnished software antiardware componentslhe contractor uses a
translation tool to generate AARdystemdeclarations from SysML block diagrams, including
translation of selected parametric constraints into Adiperty andannexdeclarations.
Requirements traceability thatccurs within the SysML modehgs in the SysML model.
Traceability from SysML to AADL is implicit in the-gflhed and deterministic translator
mapping. All manually created portions of tRRADLSRR model are declaredeagensionsof

the generatedoortions so that regeneration can be used to-gstablish traceability without
overwriting handwritten modifications Where AADL language features and analysis tools do
not establish implicit traceabilitior a class of requirements and analysthe @ntractor uses a
tool and property sebased on the drafRADLRDAL Annex.

4.5.5 SRRInterface Static Consistency Analysis
Static interface consistency analysis is a set of checks astdtie structure of the model.

AADL is a strongly typed languagéhe AAD standard defineg number of semantic and structural
legality rdes. The SRR model should comply with the standard legality rules. Any AADL Integrated
Development Environment (IDE) will automatically check for compliance with the standard legaéty rule

The checks performed will depend on the models. The descriptions of the desired models may need to
direct that certain aspects of a system be captured in a model in order to enable certain static interface
consistency checks. For example, an Asiblprogram groupcan be used to declare an Application
Program Interface (API) for a software component. This API canobiled by one component and
required by another. If the description of the model identifies key APIs that are to be included in the
model, then standard AADL legality rules will check for consistesiwyeenthe provider and the users

of that API.
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Additional static cosistency checks may be performéy available tools. There may be scripting
languages designed to easily tailor consistency checks, analogous to softwénedaugools.

Example: A todhat verifiesthe binding of a connection through a sequence of platform resources
is consistent with the hardware connections and categories of those resources.

Example: A toothat verifiesthe FACE execution profile declared as a property of a software
component is consistent with the FACE execution profile declared by the resoutgehtdhat
software component is bound.

Example: A tool that uses an annex language to declare pattern rules and traverse the model to
apply and verify those rules.

4.5.6 SRR Interface Behavioral Consistency Analysis
There are currently three standard ways foesify runtime functionality in AADL models.

1 AADL Behavior Annex declarations are usedeclare state transition systems with guards and
action, where transitions can be triggered by various kinds of events. Functional behaviors can
be declared in efter typesor implementationsfor anycategoryof component. This is the
primary language feature that should be used to model general functional behavior.

1 AADLoperating modesare used to declare architectural reconfigurations that occur at run
time. Boh typesandimplementationsmay declaranodesandtransitions betweenmodes
that occur at certain rustime events. Most AADL declarations haveramodesclause that
allow users to say thagiropertiesmay have different values in differenperating modes or
that different sets otonnectionsandthreadsare active in different operating modeddentify
Configurationsand Dynamic Behavionsrovides guidelines to distinguish cases where AADL
modesshould be used versus other mechanisms.

1 AADL Error Modeling Annex declarations are used to declare fault, error and failure beiaviors
components and architecturesGuidelines for these features are providedSRR Reliability and
AvailabilityAnalysisand SRREunctional Hazard Assessment

Behavior Annex declarations should be used to specify functional behaviors visible at the interfaces of
components. The use of AADLsecify internal software and hardware component detailed designs
should be avoided. The interface functional behavior models will thus be abstractions of detailed
behavior that capture behaviors necessary to perform the selected analysis.

Behavioral coristency analysis checks a model to see if a sassértiongs true for the composition of
all the component behaviors. Behavior analysis verifies that beha@ssalttionsover the system state
space, such amssertionghat can be expressed in a teimal logic, hold true. The AADL Behavior
Annex does not define a standard way to declare behavassértions The specific kinds of behavioral
assertionghat can be verified, and the way in which thasssertionsare declared, will depend on the
selected tool.
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4.5.7 SRRResource Loading Analysis
Resource loading analysis may be done at SRR for key performance parameters or to mitigate project
technical risk.Power and weight are typically key performance parameters, for exaniptieer
resource loading angsis may reasonably be deferred until Preliminary Design Ré€PBRpr Critical
Design Revie((CDR)

45.7.1 SRR Power Analysis
Power Analysis compares the power requiredobyer-consuming hardware componentiom a power
supply. Property sets may be defihthat allow properties of power supply and denebto be declared
for components and then analyzed to determine overall system power demand and verify it against
declared power supplies.

Example: A system is being created that involves devices contrpléedtiyare. The power

budget is aggresive and a technical risk, and the ACVIP plan calls f@RRenodeto include
major hardware components in the SRR modebwer demand and capacity are declared in the
model using the SEl::PowerCapacity, SEI::Bwdget, and SEI::PowerSupply properties. The
OSATE Power Analysis tool is applied to verify the declared demand falls within the declared
capacity.

4.5.7.2 SRR Mass Analysis
Mass Analysis compares the sum of the masses of physical elementssirstems and systems with

specified limits.

Example: A system has a stringent weight constrthiat is a technical risk, and the ACVIP plan

calls for the SRR model to include significant hardware compon@tis.contractor selects the
OSATE toolsetf@nalysis.The hardware comp@ntshave SEI::NetWeight and

SEIl::GrossWeight declared. The system and major subsystems have SEI::WeightLimit properties
declared. The OSATE weight analysis tool is applied to verify that sums of declared weights fall
within declared limits.

4.5.8 SRR Latency Analysis
Two important categorief timing requirements are endto-end latencyand throughput metrics
specified athe systemboundary.

AADLflow declarations (a sequence data and event flow connectionsbetween componentsshould
be used to specify enth-end dependencievetween information arriving at onflow source of the
system boundary and departing at anotHtaw sink of the system boundary These declare entb-end
(system input to system outpuflowsof data and events through theystem.

The AADL standaldatencyproperty is preferredto specify eneto-end latency requirements oftows.
This specifies the interval of time between when informationvas to the system and whenliasthe

dedred effects on information leaving the system.
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AADL allows decomposition of @ystem endto-end flowinto subflowsthroughflow paths of capability
components Subflow latency and throughpuproperties establish desed timingrequirements for
capability components Explicitly establishing such derived timing requirements at an early phase may
facilitate management of multiple suppliers but may alsanecessarily constraisystem design and
efficiency. Developers should ewate such tradeoffs when deciding when and to what level of detail
such derived timing requirements should be specified.

If the time frameof-reference for albystem inputs and outputs is not global Newtonian time, then AADL
features to declare synchraration domains and their properties and scopes should be used to identify
the different time frames of reference for different system inputs and outputs.

Throughputmetrics used in timing requirementssuch assampling rates anagnessagegper-second
shouldbe clearlydefined Property setsfor throughput metrics should be declared as needed when
standard AADIproperties are not defined. Properties that relate in@ming and outgoinghroughput
metricswith other systentapacity requirementshould be defind where needed Propertiesto specify
behavior under overloadnd failureconditions should be defined where needed.

Example: Atuation AwarenesgSA)system has several sensors that provide object detections
at various rates measured ttetectionsper-second. Th&8Asystem also has a requirement that
it manages a minimum number of fused tracks for the combined incoming everite ACVIP
planscall for a set of properties to be declared in an Ajidperty settogether with a technical
specification of throughput and capacity metrics in terms of these properties.

Note: Arerage throughput rate and peak burst ratee different metrics. For example, there
might be a steadstate requirement to process 10 objecteldionsper-second and a burst
requirement to process 200 object detections in a 10 second interval that is preceded and
followed by 10 second intervals having no more than 20 detections. Burst requsearen
sometimesspecified as a minimum number trehall be queued without lo$sr a specified
steadystate throughputassuming a given intearrival time distribution Queuing protocol
propertiescan be used to specify overload behavior, énghe above example sensors might be
prioritized so thatlatais discardedrom low-priority sensors rather than from higgriority
sensors during overload conditions.

Analysis can be performdeto check consistency betweeamnd-to-end flow requirements andsub-flow
requirements derived from them These analyserify certain consistency properties for tikapability
model.

Example: An informatioflow from sensoto display has the requirement thaénseto-display
(endto-end)latency shall not exceeld00ms. During requirements analysigevelopers decide
to decompose this into derived timingquirements (1) the subflow latency hrough the
sensingcapability shall not exceed @&s;(2) the subflow latency through the sensor
management, fusion and traclgrcapability shall not exce&®0ms; and(3) the subflow

latency through the cockpit display capability sinall exceed 20@1s. An analysis of the model
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reveals that the sum of the silow latencies exceeds tmaximumallowedsenseto-display
latency.

4.5.9 SRR Reliability and Availability Analysis
The SRR model should cagueliability and availabilityequirements using features of the AADL Error
Modeling Annex.

Figurell AADL Error Modeling Annex basic concdpistrates some key concepts and terms that will

be used in this handbook. Each componer modelmay have arerror modelassociated with it using

an annex declaration. An error model takes the form of a state machine, where states and events may
be typed and transitions may have both stochastic and discrete semantics. A transition between error
states may be triggered, f@xample, by a random internal event such deedwarefault or an external
discrete event such an AADL operating mode change.

— -y,
f— ‘\

error propagation event Pl S o
E: error type ) P error event N N
AR E error type
.~ / \
\\\
A,
behavioralevent €--____ N
error state error state
I A: error type B: error type
~ - - ,
/ composed compon\er\kf
\ error model /
~- - S - componenérror model _ 7’
~ -
-~ ~ - -

e -

Figurel1 AADL Error Modeling Annex basic concepts

Different error models for different components may interact with each other using thriseary
mechanisms. 1Eor events that occur in one error model may propagate to another error model
according to the structure of the AADL model, for example through an Aéiiectionbetween the

two components. DiscretieehavioralAADLeventsas definal in the AADL core standard may also
propagate into or out of an error model according to AA&Rént connections Finally, an error model

for a component may be declared as a composition of the error models of its subcomponents, which
defines theerror states of the component as a function of teeror states of its subcomponents.

The AADL Error Modeling Annex provides features that can be used for a variety of different analyses.
The exact interpretation of these features depends on the specific anallyeisexample, an AADL error
state can model a hazard stage)atent fault state, an internal error state, a failure state, or a state in
which the component is undergoing repair, depending on the analysis tool and purpose of the model.

The AADL Error Aex includes mErrorLibrarypackage that contains a set of pdeclarederror types
and a few simple preleclarederror models For SRR analysismlents from this standaré&rrorLibrary
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should be preferred for SRR modefsCVIP planners should consider the exact interpretations and
capabilities of available tools to determine detailed guidelines.

ExampleFigurel2 Example Reliability Requirement Declared using Error Modeling Annex
Featuredllustrates howreliability requirements can be specified in an SRR model.

-- The probability of failure during an 8 hour mission
-- shall not exceed 1.0E -4,
annex EMV2 {**
use behavior ErrorLibrary :: FailStop ;
properties
EMV2 OccurrenceDistribution =>
[ ProbabilityValue => 1.0E-4; Distribution => fixed ; ]
applies to FailStop ;
EMV2 ExposurePeriod => 8.0 applies to Operatio nal; -- Time in hours
**} ,

Figurel2 Example Reliability Requirement Declared using Error Modeling Annex Features
ExampleFigurel3 ExampleAvailability Requirement Declared using Error Miodghnnex
Featuredllustrates how availabilityequirements can be declared in an SRR model.

-- The fraction of the fleet that is available on the flight line for

-- immediate dispatch at any point in time shall not be less than 90%.
annex EMV2 {**

use behavior ErrorLibrary :: FailAndRecover ;
properties
EMV2 OccurrenceDistribution =>
[ ProbabilityValue => 0.9; Distribution => fixed ; ]

applies to Operational ;

**} ;

Figure13 ExampleAvailability Requirement Declared using Error Mode Annex Features

4.5.10 SRRFunctional Hazard Assessment
DoD System Safety Procegsovided an overview of the DoD safety proceskven if the ACVIP
Managemet Plan does not call for modeling and analysis to be used as evidence for certification
authorities, modeling and analysis activities should align with required certifications in order to reduce
project risk and rework due to problems found during cegéifion. Additional guidelines when modeling
and analysis are to be submitted as evidence are fourBLipportCertificationApprovalsand Readiness
Reviews

Functional Hazard Assessment (FHA) is a safety assessment gefftmnthe overall system and its
intended operations and environment of ug26]. FHA estalishes the overarching system safety
technical requirements for the systenf=HA or its equivalent is required by system safety standards (e.g.
Identify and Document HazardsHigure?).
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The SRR model shouttéclarethe initial set of identified hazarsl allocate mitigating courses oftam,
and capture thenitial hazard assessment

The EMV2 property setdefined in the AADL Error Modeling Annex declaré$azardproperty. This
property has a record type that can record several pieces of information about a hazard, including severity,
likelihood, risk, and design assurance leviheHazardproperty canbe associated with any category of
Error ModelingAnnexfeature. This handbook suggests that error states be defined to represent hazards,
with information about each hazard statkeclared using &lazardproperty, but the conventions oftte
selected tool will take precedence.

An Error Annexroperty set MILSTD882leclares constants foBeveritythat range fromNegligibleto
Catastrophic TheMILSTD88property setdeclares constants fdrikelihoodthat range fromFrequent

to Improbable A safety policydefines a method for determining risk as a function of severity and
likelihood and establishes acceptable risk thresholds based on that determin&imal can determine

if there is any combination of severity and likelihood that violategverrisk assessment and acceptance
policy.

The SRR model shodittludean initial allocation of mitigating courses of actioeededto reduce risk

to acceptable levelsThe SRR model should capture in some a@ymitigations introduced for each
hazard state These are derived safety requirements that should appear in the SRR model. The guidelines
providedin Abstracton, Elaborationand Conformancand SRR Traceabilifystablishednay be used for

this purpose.

Exanple: AStuation AwarenesgSA)system has several sensors that provide object detections.
The functioal hazard assessment identifiadailure to advise the crew of obstacks

hazardous. Aeverity of 1 is assigned.likelihood of D is assignediel to an included sensor
fusion capability that will reduckalse positives.

ExampleFigurel4 Risk Assessment Matrix from MBTB882E(from MIL-STBE882E Department
of Defense Standard Practice for System Sailetg)rates how qualitative assessments of
SEVERITY and PROBABILITY (likeldrea)mbined t@ssess riskDoDI 5000.0Dperation of
the Defense Acquisition SystéNb |j dzhatdBeiassaciated risks have been accepted by the
following acceptance authorities: tf€omponent Acquisition Executi@E for high risks,
Program Executive Officéavel for serious risks, and tReogram Manager for medium and low
NAalaodé
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Figureld Risk Assessment Matrix from MHETD882E

RISK ASSESSMENT MATRIX
SEVERITY Catastrophic Critical Marginal Negligible
PROBABILIT ) (2) (3) @
Fre&t;ent . - Medium
Pro(tée;ble . - Medium
Occ;(acs:l)onal ; Medium
Remote Medium Medium
(D)
Impr&l;able Medium Medium Medium
Eliminated
(F)

4.5.11 SRR Cross Domain Analysis
DoD Cybersecurity Procegsovided an overview of the DoD cybersecurity proceBsen if the ACVIP
Management Plan does not call for modeling and analysis to be used as evidence for certification
authorities, modeling and analysis activities shoalidn with required certifications in order to reduce
project risk and rework due to problems found during certificatidwlditional guidelines when modeling
and analysis are to be submitted as evidence are four8upportCertificationApprovalsand Readiness
Reviews

Model developers should define the system boundary using one of the techniques describestiibe
Models to be Developed and Deliveradd SRR General Guidelind$he modéshould include all
SYyGAdASa 2dziaARS GKS &deaidSY 02dzyRFNEI APSdI Ay
and that serve as a consumer or provider of classified information. While these entities could represent
human users, they are molikely to represent the devices with which these users interact with the
system. The model developer should keep in mind that while the user may be privileged to view
information at multiple levels of security simultaneously, that user is more likelyeto ®ach level on a
separate device, so the model should include each device.

Next the model developer should associate with each external entity the highest security level of
information to be transferred between that entity and the system. The model developer may create this
association using an AADL property or by other means.

Now model analysis should examittee model for illegal cross domain information flows. Emalysis
confirmsthat the system isolates the processing of information at different security levels using a Cross
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Domain Solution (CD3j)the system or any its components communicate witteaxal entities at
different security levels, then the system requires a CDS to mitigate those information flows.

At the level of detail of an SRR, the system may be a black barashel analysisnaybe simple
observation. That is i@ concern. The objective for SRR is to determine the need for a cross domain
solution (CDS) givendtsystenQ @nvironment.In a different environment, analysis using the same
system may produce different results.

ExampleThe mission system on an air vehicle platform processes information received from
sensors and externaburces but also interacts with passengers in the cabin, who are cleared at
a lower security level than the overall mission system. With no other details about the system
implementation, analysis confirms that the mission system observes information tgilenul

levels of security and so will require a cross domain solution to isolate these different levels of
processing.

4.5.12 SRRRisk Management Frame work Analysis
Model developers should define the system boundary using one of the techniques describestiibe
Models to be Developed and Deliveradd SRR General Guidelind$e model should include an
abstract representation of external consumers and providers that communicate with the system over
this boundary.

Next the model developer should associate with each external consumer or provider the information
flows between that entity and the system, and for every informatftow, modelthe mission impacts
given a loss afonfidentiality Integrity, andAvailability (CIA)f that informationflow. The model
developer may create these associations using an AADL property or by other Mieigastivity
adzLIJLI2 NIia { S L aGvS R2INRAGTKSS (vKaSC X{ ea/ (i SY £ @

At the level of detail of an SRR, the system may be a blackihakis not a concern. The objective for
SRR is to determine th@lAimpactsfor informationflows processed by the systeas required byhe
systenQ @nvironment.

4.6 Preliminary Design Review
The Preliminary Design Review (PDR) ensures the preliminary design and basic system architecture are
complete, and that there is technical confidence the capability needbeasatisfied within cost and
schedule goals. The PDR provides the acquisition community, end user, and other stakeholders with an
opportunity to understand the trade studies conducted during the preliminary design, and thus confirm
that design decisions & O2y aAaiSyld 6AGK GKS dzaSNDRA LISNF2NXNI y(
validation of the Capability Development Document (C[38) Items from the PB. Products and Criteria
guidelines that are relevant to AADL modeling andlysis inclde (but are not limited ta)

1 All external interfaces to the system, agdaglssed at the SRR, have been documented.

1 Allinternal interfaces of the system (system element to syst&sment) have been documented.

9 Verification requirements to depnstrate achievement of all specified allocated performance
characteristics have been documented
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=

Design constraints have been captured and incorporated into the requirements and design.

All risk assessments and risk mitigation plans have been updatediméoded, formally

addressed, and implemented.

Analysis of system performance is complete and is assessed to meet requirements.

All Critical Safety Items (CSls) and Critical Application Items (CAIls) are identified.

Functional failure mode, effects, and adlity analysis (FMECA) is completed.

Estimate of system reliability and maintainability updated.

Computer system and software architecture designs have been established.

All Computer Software Configuration Items (CSCIs), Computer Software Componegstsgi@EC

Computer Software Units (CSUs) have been defined.

Interface control documents trace all software interface requirements to the CSCls and CSUs.

1 Preliminary design (hardware and software), including interface descriptions, is complete and
satisfies 8 requirements in the system functional baseline.

1 Requirements trace between functional and allocated baselines is complete and consistent

=A =4 =4 4 -4 4 =

=

4.6.1 PDR General Guidelines
A PDR modeildentifies software and hardwareomponents that need to be acquireaé integrated to
form asystem.

Analysis performed at SRR should be repeated on the PDR nidweP.DRmodel will be an elaboration

of the SRR model that has more detail and precision and less uncertainty. The repedysesvill have
greater preci®on andless uncertainty The PDRinalyses should be shovio conform to the SRR model
and satisfy the requirements captured in that modélhe guidelines iAbstracton, Elaborationand
ConformanceandSRR Traceabilistablishedhould be followed to establish conformance between PDR
and SRR mads and analysis results.

A PDR modeiay containprocess subprogram group and data declarations(software objects)and
virtual processor processor virtual bus, bus, device and memory declarations(hardware object).
System objects that have ngubcomponentsmay be used to model either software (if bound to
something else) or hardware (if something is bound to thembstractobjects should be reserved for
objects in the environment ofse, notin the system being acdred. Subprogramsthreads, andthread
groups should be modeledwhere this is needed for planned structural analysis or whethey are
separate deliverablesut otherwise this may be unnecessary detail at the structural levabstiraction.

Many PDRanalysesmake use of information about which software components and connections are
bound to which hardware components, either explicitly declared or automatically generated. Analysis
results will be incomplete if binding declarations are incomplete,ctvtwill occur wherever binding
decisions are to be made by the software and system integrator. Analysis results may be different for
different possible bindings and for different possible modes of operation. Where software and system
integrators are to rmake final binding decisions later in developmealipwed binding properties or

virtual processoror virtual bus or systemmodels of resources, mallow analysis to be performed at
PDR that can then be elaborated at CDR.
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4.6.2 PDRInterface Static Consistency Analysis
The interface between software components and their execution environment is subject to interface
analysis.Software components may be bound to hardware components. Software components may be
bound to virtual layers that are declaradvirtual busesor virtual processorsn AADL Such virtual layers
may also be bound to other virtual layers or physical resources suphoasssorsand buses These
binding declarations specify the resources and execution environments for softwmamgooents. ACVIP
plans should include defining and usipigpperty setsto declare resource and execution environments
for the systemand verifying that bindingand execution environment interfacese consistent with these
properties.

Some decisions abobinding (allocation of software to hardware) may be delayed uh&lCDR model
because the system integrator makes those decisions. In these cases a complete check of interface
compatibility may not occur until CDR

Example A family olsystems will syport software applications that use either te! / 2.1
ARINC 653 safety profile or tid / 9.(POSIX security profile. The ACVIP plan calls for the
creation of a property set that can be used to declare the execution environment required by a
software component angrovided by a AADLvirtual processoior processor The ACVIP plan
calls for the creation of a set of Resofutglesthat will verify consistency between the execution
environment properties of a softwasmmponent and theirtual processoior processorto

which it is bound.

4.6.3 PDR Interface Behavioral Consistency Analysis
The AADL Behavior Annex provides a standard way to specify finite state behaviors of components.
Assemblies of multiple components can be subjected to state space analysis tools ify idef&cts
such as deadloskor improper initializations. At PO#ghavioral consistenayodeling and analysis
shouldbe performedto assure consistency bfghlevel behaviors such as component life cycle
management angnessage exchange protocdts the integrated set of compomé Behavior Annex
models.

4.6.4 PDRResource Loading Analysis

4.6.4.1 PDR Power Analysis
More detailedand certainpower analysis than performed on the SRR model can be performed on the
PDR model.

4.6.4.2 PDR Mass Analysis
More detailedand certain masanalysis thamperformed on the SRR model can be performed on the
PDR model.

2Resolute is a language and tool for declaring Préilagrules over the structure and property declarations of an
AADL model. The tool checks the model for compliance with a given set of rules.
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4.6.4.3 PDR Utilization Analysis
Utilization analysis may be performed by first determining demand utilization valuesoftware
componens and connectionsA utilization is a dimensionless ratio baten 0% and 100% that defines
K2¢ YdzOK 2F | KIFINRgIFINBE O2YLRYySyidQa CHolaha@ivaiee A& NI
component, the totakesourceutilization is the sum of theemandutilizations of all software bound to
it. A model may be angted toverify that the workload utilization for every hardware component does
not exceed apecifiedoreakdown utilization determined for that hardware component.

If utilization analysis is desired then binding information must be declared in that moffigient for the
selected tool.

Softwarecomponent and connection utilizatioase determined byhe capacity of hardware components
to which they are bound andhe latency and throughput requirements of capabilities that are
implemented by that softwae. There are severalaysto derive a utilization value for each software
component andderive capacity andreakdown utilizationvalues for each hardware componentThe
ACVIPPan should address how these values are derived from capability timing esogints

Example: The ACVIP plan states theDR modethall be developed that contains sufficient
data to perform a utilization analysis. The developer of that model shall cite technical
specifications that define how software ligation and hardware capaciwalues are derived
from capability requirementsUtilization sensitivity analysishall be performetb assess project
risk due to uncertainty in utilization values.

Example: The developers odPBR modedpecify that softwee component demand and

hardware processor capacity will be specified in units of Millions of Instructions per Second
(MIPS). The value used for hardware processors will be determined by the Whetstone
benchmark on the most similar existing processor alikl The value used for software
components will be determined by scaling measured utilizations of selected similar existing
software and hardware. Measured legacy utilizations will be scaled using the ratios of legacy to
planned processor Whetstone s, legacy to planned required sampling rateshroughput

metric), and legacy to planned required latencies.

The breakdown utilization declared for a hardware component is the upper bound allowed for total
workload demand on that componentin scheduhg theory, breakdown utilization is a measure of the
worst-case efficiency of apecific scheduling algorithmused with a specific workload patterr{a
conservative lower boundn achievable utilizatign Actual breakdown utilizations are never 100% and
in practice can be much lowet.heoretical breakdown utilizations are known in only a few cases and are
often overly pessimisticln practice, breakdown utilization bounds are seledtedn attempt to provide

a reasonable tradeff betweenefficient accuate estimationand low risk of failingo pass subsequent
more detailedanalysis or testing. Selection obreakdown utilizatios shouldtake into accounfactors

such asscheduling algorithm theoretical breakdown efficientypical ReaiTime OperatingSystem
(RTOYpoverheadsworkload patterns, uncertainty estimation and managemerdand reserve for future
expansion ACVIP planners should considestdrical data Where planners or program managers

Copyright, 209, Adventium Labs.



70

determine there is high risk,napirical studies may bgustified to define breakdown utilizatioa for a
specificcombination of workload pattern and equipment.

Examplein a previous project, system integrators fouhdt some software threadstarted

missing deadlines when processoro@ge utilization reached 85% and that some messages
started missing deadlines whaetwork utilizations reached 25%. After assessing uncertainty in
the current program for software and hardware demand and capacity, the degree to which
requirements may @nge and new capabilities added, and the impact of cost and schedule
overruns on those previopsojects due to demandapacitymismatch program management
decides to scale these legacy values by a factor of 2 and use 42% and 12% as processor and
networkbreakdown utilizabns when performingtilization analysis.

4.6.5 PDR Latency Analysis
Further elaboration of components into subcomponents and flow paths into flow implementations
through subcomponents will result in more precise analysis of derived lategoyreenents.

4.6.6 PDR Functional Hazard Assessment
Both hazard analysis and hazard assessments are ongoing mecebie SRR hazard assessment will
become more elaboratas systenspecific hazards such as processor failures and software defects are
identified during development.In the PDR model, SRR hazard assessnséoisld be associated with
specific PDR analyses that consider architectural mitigations (such as esdyfhidind provide a more
detailed assessment of those hazard2DR Failure Modes and Effects Analysis, Fault Tree Analysis,
Reliability Block Diagram Analysis, or Markov Analysis, are candidates to provide supporting araysis.
elements of the model sed for these detailed analyses should trace back to the hazards they mitigate
using guidelines frorAbstracton, Elaborationand Conformancand SRR Traceabilifystablished

4.6.7 PDR Failure Modes and Effects Analysis
Failure Modesnd Effects Analysis (FMEA) can be used to specifylaratiing capabilities that are
required to mitigate risks identified by hazamdsessment FMEA begins by identifying errors that may
propagate into a system from the external environment and ing&errors that may occur due to the
nature of a component. Analysis of the model determines how these errors propagate from
component to component given declared erfoandling requirements. Analysis identifies errors and
propagation paths that resulh system failures.

FMEA is typically done in a botteap manner. System input errors and internal errors are first
identified for the lowestlevel components in the model. Analysis then propagates these through
dependent components to system output§/here component models are obtained from suppliers, the
models they deliver for virtual integration should include the necessary declarations.

A PDR model might not be precise enough to identify each individual component at the level of detail
required fa final FMEA at CDR. PDR FMEA will thus provide less precise and more uncertain results
than what will be available at CDR.
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AADL Error Model features should be used to declare errors that may occur within capabilities or
propagate into or out of capabiiegs. AADL Error Model features exist to declare how a capability should
respond to incoming and internal errors, for example by masking them or by outputting less severe
errors.

ACVIP plans should include tasks to assure the consistency between FME#s amalyanyFault Tree
AnalysisETA or Reliability Block DiagrarRBD analysis that is done. Failure modes and effects identified
during FMEA should trace to basic events and faults in any FTA or RBD analysis thatTikissmesuld

be done using gdelines from Abstracton, Elaboration and Conformanceand SRR Traceability
Established

4.6.8 PDRFault Tree Analysis
Fault tree declarations can be used to specify redundancy and independéfaiture among different
capabilities that are required to mitigate risks identifiediazard analysis.

Note SAE ARP4761 Guidelines and Methods for Conducting the Safety Assessment Process on
Civil Airborne Systems and Equipment assumes a system safety process that starts with overall
aircraft acquisition.AnFTA analysisiay be performeat the functional level, but an FTA

analysis may also only be used for system hazard assessment afténctiadt system structure

has been decomposed tdevel of abstraction that corresponds realosely to thePDR model

of this handbook. ACVIP plama should evaluate the level of abstraction at which FTA is first
performed based on thgystem being acquired and ggstemsafetyplan.

Faulttrees are generated fohazard identified during FHA.

ExamplefFunctional hazard assessment (FHA)itastified runway excursion due to a failed
capability to stop the aircraft as a hazard whose risk must be mitigated. Two redundant
capabilities to stop the aircraft on the ground are specified, a wheel braking capability and a
thrust reverse capabilityThe pilot must receive advance notice of brake system failure in order
to properly apply thrust reverse as a bagkcapability Figurel5 Risk of runway excursion with
redundant capabilities to stop aircraghows the fault tree that specifies these requirements.
Implicit in this specification is that there be independeoickilure between wheel braking,
notification to the pilot that the wheel bke system has failed, and thrust reverse capabilities.
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Figure 15 Risk of runway excursion with redundant capabilities to stop aircraft

The following paragraphs provide general guidelines for declaring models from which fault trees can be
automatically generated. Detailed guidelines should be based on the selected too

Tools that perform FTA will generate and analyze one fault tree forsslehtedhazard. Recall frol8BRR
Functional Hazard Assessmdémit an eror model withhazard stateis therecommended way to declare
hazarag. Such hazard error states can be designageots of fault trees to be generated and analyzed.

Error models are also declared for components that may undergo intrinsic failures, which is to say
components associated with fault tree basic evenihe initialerror state for each components an
operational state A fault tree basic everis represated by a transition into arerror state that is
designated as dailed state Where quantitative analysis is to be done, properties declared for the
transitionsfrom operational to failed stateare used to determindailure probabilities for basic evest

Redundancy in a model is typically declared usiogposite error models; for example,a system is
declared to ben a failederror state when 2ormore of its 3 redundahsubcomponents are in a failed
error state. Voting protocols within a componerdre typically declared using Error Model Annex
conditional expressions owrror propagations and error transitions in the error model for the
component.

The structure of a fault tree itself can be automatically generated from this information based on all
possible ways that errors might propagate within the architecture model, e.g. via connections or bindings
or shared accesses. One such fault tree should be generated for each root hazard state identified during
FHA and selected for fault tree analysis.

Qualitative analysis can be performed to identify single points of failure. Cut set analysis can identify, for
each system failure, sets of fault tree basic events that will result in that system failure mode. Any system
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failure that has a cut set with dnone element has a single point of failure, identified by the element in
that cut set. These results can be checked against severity, likelihood, and safety policies identified during
hazard analysis.

Example: The safety requirements for an air velmdeide the safety policy that all hazards that
have a severity of Critical or Catastrophic must be mitigated by reducdaabilities for which
there areno single poirgof failure.A cut set analysis of a fault tree generated from the AADL
model is used to verify this.

Where fault rates can be determined, a quantitative analysis can be performed to determine a probability
of failure for each root of each fault tree.

4.6.9 PDRReliability Block Diagram Analysis
A Reliability Bock Diagram (RBD) analysis determines reliability for a capability based on the reliabilities
of the other capabilities that it depends on and information about redundancy among those other
capabilities. ARRBDfor a capability is often represented as a graphical AND/OR diagram as illustrated in
Figure 4. RBD may be considered as an alternative to FTA. Traceability between hazards identified by
FHA and capabilities whose failures contribute to those hazamisidtbe captured.

—> SATCOM

> Cockpit Audio |——>

—> 39NCGARS

Figurel6 Capability fails if (SATCOM OR SINCGARS) AND Cockpit Audio fall

The AADL Erromisex providedeatures that should be used to declgreopertiesand dependencies for
RBD analysis. One approach is to use AABiposite error modefeatures to declare a RBD structure
for a system or capability in terms of subpabilities declared as AADL subcongmads. An AADL
composite error modehllows theerror statesof a component to be declared as an AND/OR function of
the error model states of its subcomponents. RBDs and operati@nalisfailure states for any subub
capabilities are determined recuvely.

Note: This idiom requires that capabilities on which multiple other capabilities depend be
modeled as shareslibcomponents Modeling of shared subapabilities in highetevel RBD
specifications may become complex when using this RBD modiibng

Example: A situaih awareness system includes redundsemisors. The sensors are combined
in a voter patterrso that whertoo manysensors fail, theensing capabilitis considered failed.
The RBDraalysis will determinéhe reliability of the sensaconfiguration(the probability that

the sensing capability will be available throughout a mission scenario)
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4.6.10 PDRMarkov Analysis
FTA and RBD assume that a component begins each mission in a fully functional state. When a failure
occurs, that component remains failed for the duration of the mission. In contrast, Markov analysis can
be applied to systems that have degraded modesparation, suffer transient errors, or can reconfigure
and recover.

In system safety applications, continuous time Markov analysis is typically used. @ Two forms of
continuoustime Markov analysis can be applied, transient and stestdte.

1. Transient Mirkov analysis requires mission duration as an input. Transient analysis determines,
for each error state a system of components might enter, the probability that it has entered a
state at least once by the end of the mission scenario. Analysis catetdsmine values such as
the expected number of times a system error state has been entered during the mission.
Transient analysis is typically used to estimate probabilities for system failures or degraded modes
of operation during a single mission.

2. Steady-state Markov analysis assumes the component error models have cyclic paths of
transitions through every error state. The assumed mission duration is infinite. Sitddy
Markov analysis determines the asymptotic probability of finding the systeagiven system
error state. Analysis can also determine values such as the mean time between visits to a system
error state. Steadgtate analysis is typically used to determine availability over an indefinite
period of time, where the error models intle models of maintenance and repair events as well
as system error events.

The guidelines fronPDRFault TreeAnalysiscan be usd for Markov analysis. Typicallmore complex
error modelswill be supported by dMarkov analysisool, such agrror modelsthat transition backand
forth between operational andhiled states.

Markov analysis can be computationally intensive and is subject to the state space explosion problem. Its
use should be confined to higavel and simple models, or to analysis of individual components where
such behaviors are important &stimate component error and failure probabilities that are then used in
other more tractable analysis applied to the entire system. Tractable Markov analysis for a complex
system model can sometimes be achieved by deriving from the complex model a&rsangl more
abstract one that captures the essential error behaviors. (As with all abstractions, this incurs an obligation
to assure that analysis results obtained from the simpler more abstract model are sufficiently accurate for
the original more compbkemodel.)

4.6.11 PDR Cross Domain Analysis
If the model analysis at SRR indicates the need for a CDS, then prior to PDR the model developer should
introduce the CDS into the model along with enough system subcomponent connection detail to show
that the CDS effestely partitions the system architecture by security level. Repeat the model analysis
performed at SRR to demonstrate that as the model developer adds details to the model, no system
subcomponent, except the CDS itself, processes information flows for ttmameone security level.
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An objective at this milestone is to support selection of the CDS from the Unified Cross Domain Services
Management Office (UCDSMO) Baseline List of Approved Solutions. The model develdgiethe

CDS as a black box srtbe CDS already exists, and model anagjsisildreveal the information

security levels to be processed the CDSThe model developer may wish to add more detail to support

the selection decision, such as thessage formats, thperformance envelopeandpower, size, and

weight budgets.

4.6.12 PDRRisk Management Framework Analysis
By R, themodel developer has created a software architecture to process the information flows
identified at SRRNith thesenew details model analysishouldconfirm that the software architecture
does not mixnformation flowswith different CIA impacts the sameprocess spacén particular,
model analysis should confirm that if a software process congibsomponents €.g.,threads) that
process information flowsf different criticalities thenall of these subcomponentsnustagree on the
criticalities of the flows they procesghis condition is neceag/ because while ost operating systems
guarantee isolation between software processes, teynotguarantee the isolation cfubcomponents
within a softvare process.

Given strong flow isolation withithe software architectureconfirmed the model developer should
nextmodel the security controls required to proteeach flowgiven that ¥ { 2@Adpacts. These
activities complete Step 2 (Select the Controls) of the RMF process.

An objective at this milestone is to minimize the number of components that process highly critical
information types by isolating, as much as practical, the information flows involving those types to a few
components. By doing so, the model developer minimizes the numbreigofredsecurity controls and
reduces the cost of implementation, testing, and assessment.

4.7 Critical Design Review
The Critical Design Review (Cpieyides the acquisition community with evidence that the system, down
to the lowest system element level, has a seaable expectation of satisfying the requirements of the
system performance specificatiolhe CDR establishes the initial product baseline for the system and its
constituent system elements. It also establishes requirements and system interfaces fiingrsaistem
elements such as support equipment, training system, maintenance, and data systems. Items from the
PDR Products and Criteria guidelines that are relevant to AADL modeling and analysis include (but are not
limited to) [34]:

9 Detailed design (hardware and software), including interface descriptions are complete and
satisfy all requirements in the system functional baseline

1 Requirements traag among functional, allocated, and initial product baselilesomplete and
corsistent

1 Key product characteristics having the most impact on system performance, assembly, cost,
reliability, and sustainment denvironment, Safety, and Occupational HealESQHhave been
identified to support production decisions

1 FailureMode,Hfects, andQriticality Analysis (FMECA) is complete
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9 Estimate of system reliability and maintainability based on engineering analyses, initial test results
or other sources of demonstrated reliability and maintainahility

1 Software functionality in theapproved initial product baseline is consistent with the updated
software metrics and resourdeaded schedule

1 Software and interface documents are sufficiently complete to support the review

1 Verification PevelopmentalTest andEvaluation (DT&E)) assessent to date is consistent with
the product baseline and indicates the potential for test and evaluation success

1 All risk assessments and risk mitigation plans have been updated, documented, formally
addressed, and implemented

4.7.1 CDR General Guidelines
The CDR model fully captures the design architecture of the sygtagnmoreelaborate detail is captured
in modelsfor individual componentsising moeling languages suitable feachO2 Y L2 Yy Sy G Q& | LILIX A
domain, e.g.Modelica UML,VHDL.Thishandig 21 | 92 AR& dzaS 2F GKS GSN)X &R
GRSaA3aAyE¢ YIe 0SS gzieRo detdiledddgsigryd sompagedriniplementations
keeping with the RTCA BE&31 distinction betweerispecificationY 2 R &ufidédesign modé hé AADL
modelsof component interfaces and key performance parametesamongthe specification models
while the various model$or component implementation detailare the design models.

4.7.2 CDRInterface Static Consistency Analysis
The same analyses are repeatedaomore precise and less uncertain model.

4.7.3 CDR ComponentBehavioral Consistency Analysis
The same analyses are repeated on a more precise and less uncertain model.

Consideration should be given to AADL tools that autortfaentegration of component codéhat has
been automatically generated from individual component modelsthods and tools disussed in
Generate Implementation Artifacts from Modetsay also be applied for rapid prototyping prior to CDR.

4.7.4 CDRResource-Loaded Schedule Analysis
Schedulability analysis determines if a specific sethoéads and connections bound to specific
processorsand busesthat use specific scheduling protocols satisfy a declared set of latency and
throughput properties. Schedulability analysis can provide component utilizations, upper and lower
bounds on latencies and throughputs at points along evert dataflows, and bounds on queue sizes
and waiting times. Schedulability analysis can provide sensitivity analysis data for demand and capacity
properties in the model.

Relative to timing simulation, schedulability analysis provides analytic bound# passible behaviors
admitted by the model. The modeling and analysis effort required is typically less than with timing
simulation because fewer details need to be provided and rarely any manual coding. Solution times are
typically faster due to thewewidance of large numbers of simulation runs. The modeling data developed
for schedulability analysis also serves as concise specifications for further development and verification.
However, schedulability analysis can only be applied where schedyldabéibry and tools exist for the
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selected thread and communication protocols and scheduling algorithms. Schedulability analysis provides
analytic bounds that @y be pessimistic for system, and tightness of bounds should be assessed.

Schedulability ana$js requires that threads and connections and their bindings to processors and buses
be declared, together with a number pfopertiesthat declarethread andconnectiondispatch protocols
andprocessormndbusscheduling disciplines. Shardatacomponens and the protocols used kiireads

to access them must be declared. Bindings may be depicted in a layered architecture, and properties of
virtual processorsandvirtual busesmay be needed.

Schedulability analysis tools are developed for particulamlboations ofthread and connection
protocols and scheduling algorithms. The above data will be common to all, but individual tools may allow
or require additional data. ACVIP planners and performers should consider the available tools when
making decisins about performing schedulability analysis.

Example: Hazard analysis ofreodelhas determined thatertain situation awareness

capablities are safetycritical. Theyave a DesigAssurance Level (DAL) sufficient for

airworthiness authorities toequire analytic verification of timing propés for all software and
hardware that implements or affects those capabiliti#he derivedPDR modgbrovides these
capabilities using softare and hardware components that are isolated (partitioned) from other
components. The derivéeDR modalses only periodic threads that are hosted on processors

that comply with the ARINC 653 standard and hosts connections on a switched Ethernet that
conplies with the ARINC 664 standard. Schedulability analysis is performed using an ARINC 653
schedulability analysis (static schedule verification) tool obtained from the selected RTOS vendor
and an ARINC 664 schedulability analysis-{ieed network calclus) tool obtained from the

selected network vendor, applied within a compositional schedulability analysis franiegvork
analytically verify end to end latency requirements.

4.7.5 CDRFailure Modes and Effects Analysis
The same analyses are repeated on a maeeise and less uncertain model.

4.7.6 CDR Fault Tree Analysis
The same analyses are repeated on a more precise and less uncertain model.

4.7.7 CDR Reliability Block Diagram Analysis
The same analyses are repeated on a more precise and less uncertain model.

4.7.8 CDRMarkov Analysis
The same analyses are repeated on a more precise and less uncertain model.

4.7.9 CDR Cross Domain Analysis
The model developer should repeat the model analysis performed at SRR and PDR to demonstrate that
no system component, except the CDSIftggocesses information flows for more than one security

3 A compositional analysis framework allows diffiet analysis tools suited for different subsystems and equipment
to be integrated in a way that provides emalend system timing analysis.
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level. The analysis must account for not only explicitly declared information flows, such as connections
between system components, but also implicit flows, such as when two processes bindstnbe
processor.

By this milestone, the model developer should add details about the selected CDS that contribute to
overall system analysis, such as actual throughput, latency, power, size, and weight.

4.7.10 CDRRisk Management Framework Analy sis
As the details in the model increase, the model develgbeuldperform more stringent model analysis
to confirm that the system architecture enforces the security controls required to protect the
information types it processesThe model developer should annotate the modgthe locations where
system components will enforce the required security contrMedel analysis shouldhen confirm that
every component thamanagesa flowalso protects that flowvith the required security contrel

AO2Y LR Yy Sy il Qa Ni¥didseserabrgalizhtionk thaf component(e.g., as software

process, agnoperating system image, assoftware partition, etc.),andmodel analysis should examine
all realizatios for enforced controls. In addition, model analysis should determine whether or not it is
possille to bypass or tamper with a control by bypassingampering with one of thse realizations.

Model analysis at this staggeldsconfidence that the system architecture places required security
controls properly to protect the flows. What remaiissto ensure that those controls operate as
intended. That investigatioaccurs during the RMF Step 4 assessment of the system itself.

5. Assure System Conforms to Models
A presumption throughout early development is that the models specify tHeetbuilt system with
sufficient precision andertaintyto significantly reduce rework cost and program risk. All ACVIP plans
should address he thisassurance is provided to the degree necessary to achieve the cost and schedule
reduction goals.

Where maleling and analysis is used to provide evidence forftation authorities, a muchigher
level ofassurance is needdad assurethat the asbuilt system conforms to the moddélased evidence
than is needed for project cost and risk reduction alone.

5.1 Use Models as Specifications
ACVIP plans should include proactive activitiesssure that the final abuilt components and system
comply with the specification models used during egihase virtual integration and analysis. There
should be earlyphase taks to assure that other earlghase work products comply with their
specification models. Models should be analyzed for complexity, manufacturability, etc. to assure that
planned processes and technologies are able to dependably produce products thdy auithpthose
models.
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In an ACVIP, models are key elements of the requirements and specifications that products must satisfy.
Validation determines if a requirements model satisfies the needs of the usaysis of
requirementsmodels performs modelalidation rather than model verification lbause this detects
inconsistent, incompleteyr unsatisfiablerequirements. These are defects in the medased

specifications

Verification determines if a system complies with its specification modalsystem does not conform

to a valid model, then those defects are in the system rather than the model. Analyses performed at

SRR, PDR and CDR focus on detecting defects in the models. At Certification and Readiness reviews and
PhysicaConfiguration Auitl, assurance that the dsuilt system complies withstspecification model is
necessary.

During early development phases, this is forwlrdking and requires managemecntrols during
system designmplementation and integration. Assurance is algmuired that the final a$uilt

system conforms to a final delivered model to a degree sufficient for the purpose. There are at least
two scenarios in which this is required.

1 The final delivered models must accurately describe thbuals system for thepurpose of
streamlining subsequent upgrade projects. Where the Program ACVIP Plan calls for delivery of
models to support future upgrades, the ACVIP Management Plan should explain how this will be
accomplished during the Physical Configuration Audit (PCA)

1 Where models and analyses are used to provide supporting evidence for certification and
approval reviews, the ACVIP Management Plan should explain how the necessary degree of
conformance between the system and the models and analyses is to be asstinedeat
reviews.

5.2 Generate Implementation Artifacts from Models
Assurance that an asuilt system conforms to its model can be increased by automatically generating
detailed design and implementation artifacts from the model. Assets thatyaieally generated from
AADL architecture models are glue code and configuration files rather than code for software
application algorithms or hardware circuit designs. The level of assurance can be increased by assuring
the generation tools and/or by vigying the generated assets against thetaslt system using a
combination of review, analysis and testing.

Example: A mission system integrator is hosting multiple FACE UoPs on an ARINC 653 compute
module. Transport Services Segment (TSS) functiome@esnented using a combination of a
configurable software layer in each partition that contains a UoP and the RTOfdrtigon

messaging services. The software layer in each partition is configured by modifying some of its code,
and a tool is usedtgenerate this code from the AADL model. A second tool is used to generate an
AADL schedule from the model. A third tool is used to generate the ARINC 688rRifjG&tion

file used to integrate the partitions. A fourth tool is useadwtomate the make/build process to

create a bootable load image.
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Certification credit may be obtained for implementation artifacts that are automatically generated from
the analyticallyverified model if the generation tool has been sufficiently assureiflam independent
verification tool or method is applied to the generated result.

5.3 Do Model-Based Testing
Assurance that an asuilt system conforms to its model can be increased by using rHusted testing
methods and tool$15].

It may be useful to elaborate the system model to creatyatem Integration Lals () model that adds
information about verification and validation methods to be applifithe SIL model may addmponents

such as emulators and test equipment for @omment objects. The SIL modehay, with careful
consideration, substitute special test components for selected system components that have greater
controllability or observability.

A SIL model may addodetbased verification methods such as automatest generation or automated
checks that observed behaviors comply with the model.

Example: A System Integration Lab (SIL) will be used to verify a sample mission system product
before it is integrated into an air vehicle. The SIL has a configurable Yification

Architecture Model of the configurable lab infrastructure and its suite of simulation, test, user
interface, and other lab equipment. The AADL Integration Architecture Model of the sample
product is virtually integrated into the AADL Medfion Architecture Model of the SIL, and
variation point selections are made for the equipment and configuration needed for each
planned verification task. The Verification Architecture Model includes components to simulate
external equipment, such asaobal Positioning System (GPS) emulator. The Verification
Architecture Model substitutes for the system network a SIL network that is configurable and
instrumented for higkspeed collection of message data. The resulting model is used to
automaticallygenerate configuration data for some lab equipment (such as configurable
network crossbar switches) and used for automated mbdskd testing to verify the sample

424308y O2yF2N¥a (2 GKS {L[Q& !'!5] +SNATAOLGAZY

6. Support Certification Approvals and Readiness Reviews
Projects must undergo a number of certifications. The checklied in the Defense Acquisition
Guidebookhas 26 potential certification85]. There are also a number of readiness reviews tbhatd
be supported by model review and analysis.

Failure to receive certification or readiness approvals is an important category of potentially expensive
rework. ACVIP Plans should align with planned certification and readiness reviews. ddieeg for

safety and secury analysislign with cerification proceduresn order to reduce that category of defects

and rework. However,additional steps need to be planned if models are to provide evidence acceptable
to certification authorities ACVP planners should evaluate whethareadyplanned modeling & analysis
activities ca be extendedo also satisfertification requirements.
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Where modeling & arlgsis are to be used as supporting evidencedrtification and readiness reviews,
ACVIP Plans must address the applicablgificationpolicies and proceduresCertification authorities
typically require certain kinds of evidence in certain formats. Models and analysis results can satisfy some
of these needs liaismn activities with the certificatiorauthorities throughout the entire development
project are often needed.

For certification purposes, muchhigherlevel of assurancis neededto ensurethat the analysis results
are correct and that the modeksccurately describe the dsuilt system tharisneeded for the purpose
of project cost and risk reductionThe threshold is no longer that error detectiefiectiveness is good
enough tosignificantly reduce cost, schedule and risk. Assurance mustdbe dmough to satisfy
certification authorities.

6.1 Airworthiness Qualification
DoD Directive 5030.6DoD Airworthiness Poley a G+ 6Sa GKFdG abFt€ | ANONF FaG |
operated, used, designed, or modified by DoD must have completed an Hiimess assessmelfB6]d ¢
Each department establishes an airworthiness authority responsible for defining and overseeing an
airworthiness qualification process and issuing approvals to operate.

AirworthinessQualificationprocesses require that an acceptable plan for system safety be developed
early in the acquisition programDoD Directive 5030.620D Airworthiness Poliand its citedMIL-STD
882E System Safegnd MIL-HDBK516B Airworthiness Certification Critepaovide guidelines for a
system safety program planEachDoD department has its own set ahore detaileddirectives and
guidelinedfor airworthiness qualification

1 Army regulationdNXB Ij dzA NB  { istorsianduhniaNh@d alrogaft system operators will
not operate aircraft in the performance of official duties if there is no airworthiness release
or airworthiness approvgB7]® ¢  CotnEaSCapabilities Development Command
(CCDEVCOMviation & Missile CentdAMC)Aviation Engineering Directorate (AED) is the
delegated airworthiness authority for US Army aircf@8]. Examp#s of guidelines used for
mission systems are PAM386 Army System Safety Management Guide, RTCGA/BO
Software Considerations in Airborne Systems and Equipment Certification, RTZ4 DO
Design Assurance Guidance for Airborne Electidaidware andRTCA D@31 Model
Based Development and Verification Supplement toIJ8C and DQ78A For each
program, an Airworthiness Qualification Plan will be issuedhbyctistomer and a
responding Airworthiness Qualification Specification will bevigled by the supplier.

Where an ACVIP Plan calls for the use of mbdskd evidence to support airworthiness
gualification, the ACVIP plan must align with these documents.

1 Tobeadded | @& NB3IdzE | GA2y & NBIj dzA NB X

1 To be addedAir Force regulations reqlﬁ'irX

 Tobeaddedb! {! A& y20 | 525 RSLINILHYSYyG>S odzi b! {!

The following guidelines are based on RTCALEZEL, RTCA BZ34, and RTCA B&31, which are
widely-used by many airworthiness approval authorities.
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RTCAO178Ccallsfor the creation of a Plan for Software Aspects of Certification (PSAC) by a software
developer. RTCA DQ54 similarly calls for the creation of a Plan for Hardware Aspects of Certification
(PHAC).There are usually mangoftware and hardwaralevelopersand PSACand PHAC#H a large
acquisition program. In the context of these guidelines, thBRR modeéstablishes system safety
requirements that flow down to software and hardware components. ACVIP plans for architecture
aspects of certification shoulgrovide guidelines for software and hardware developers to align their
plans for certification with ACVIP plans, especially the mbdséd aspects of their plans for software and
hardware component development and certification.

Wherever a PSAC or PHAR31 ACVIP modeling and analysis to satisfy an airworthiness qualification
obligation, RTCA D@30 Software Tool Qualification Consideratiomsy be used to determine which
AADL tools need to be qualified. ACVIP plans should identify such tools and tiseforegualifying them
using that guideline.

6.2 Security Assessment and Authorization
Three DoD Instructions specify processebe used for cybersecurity assessment and authorization.

1. DoDI 880.01, Cross Domain Poli¢g1], specifies the process for qualifying DoD Information
Systems that must process classified informatidhis Instruction mandates the use @fCross
Domain Solution (CDS)wvhere neededto isolate information at different security level$his
Instructionimpacts a system architectutigy requiring ttat all crossdomain information flows
within the systenpass through an approved CDOis results in a system architecture that fato
the Multiple Independent Levels of Security (MILS) approach of system design.

2. DoDI 830.01, Risk Managementremework (RMF)for DoDInformation TechnologylT) [32],
specifies a six step process for categorizing the system in teritssl@gsimpactfor information
Confidentiality, Integrity, and Availabiljtthen selecting, implementing, and assessing security
controls to mitigate those impacts, affithally approvirg the systemand monitoringit for future
problems.

3. DoDI 8500.01Cybersecurity30], highlights the need for Operational Re&sice (OR). OR has
three goals: to make information and information serviedgays available to authorized users,
toSyads2NB GKIFG GKS ae2adsSyQa &SOdzNR {etoedabletdhdzNE A &
system to respond angecover with little or no human interventiofhe system requirement for
a Cyber Survivability Harsement (CSE) addresses these and other goals.

6.3 Physical Configuration Audit
The Physical Configuration Audit (PCA) iNaMd- £ SEF YAY Il GA 2y ( 2cofidumadod & (KS
of a validated system against its design and manufacturing documen{&dg. It is recommended that
t/ ! AyOtdRS Iy SEFYAYylLGA2Yy (G2 OSNAFe (KIG (GKS a2
models that specify and describe that systefihe guidelines ikssure System Conforms to Models
should be considered.
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Appendix A: ACVIP Management Plan Checklist

ACVIP Management Planmnsistent with the System Engineering Management Plan

ACVIP risk management goals and plans are consistent with the Risk Management Plan
ACVIP certification evidence goals and plans are consistent with the relevant certificatisn plan
ACVIMManagement Plan identifies the ACVIP goals for the project

Categories of defects and rework targeted for early detection and reduction are identified
Models to be developed or reusete identified

Models to be delivered from one organization to anothee afentified

The content and structure of delivered mod&<onsistent with model access control plans

The purpose model,and analyses to be performed at each review are identified

Plan identifies potential future upgrades to be accommodated by the hode

Cost versus benefit assessment was done and the rationale is documented

Model-based descriptionmcluding needed litaries and patterns will be provided model suppliers
Dependencies betweeand delivery schedules for modelse consistent with projeglans

Change and configuration managemetdn is in place and adequater model exchanges

The technical informatin needed to develop eaahodel will be awilable when needed

Plan identifies which modelsathe sourcesf-truth for key pieces oinformation

Procedures are identified to take correctimad preventative actionafter model development
Procedures are identified to take corrective and preventative actions after virtual integrations
Planestablistestraceability fromhigherlevel requirements to SRR model

SRR modadstablishes patterns and conventions to elaborate traceability through subsequent reviews
Plan establishes traceability from CBRDLmodel to componenhon-AADLmodels and specifications
Plan establishesdiceability from CDR models through certification and acceptance reviews
Plan povides sufficient time and resources perform virtual integration and analysis activities
Plan allows for collaboration with model suppliers during virtual integratiomesolve problems
Models are included as part of the specifications for component design and implementation
Models are included as part of the specificasdor how components are to be integrated
Planprovides adequate assurance the -#msiilt system conformso its specification modsl|
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List of Acronyms

3D¢ Three Dimension

ADL¢ Architecture Description Language

AADLg Architecture Analysis and Design Language
ACVIR; Architecture Centric Virtual Integration Process
AEDc Aviation Engineering Directorate

AMCC¢ Aviation and Missil€enter

API¢ Application Programmintnterface

ARING; Aeronautical Radio, Incorporated

ARP¢ Aerospace Recommended Practice

BP&; Bits Per Second

CADg Computer Aided Design

CAl¢ Critical Application Items

CCAc Common Cause Analysis
CCDEVCOWICombat Capabilities Development Command
CDc Ooss Domain

CDLx, Capability Development Document

CDR; Critical Design Review

CDRI Contract Data Requirements List

CDSg; Cross Domain Solution

CIA¢ Confidentiality, Integrity, Availability

CNSS- Committee on National Security Systems
CONOPE& Concepiof Operations

CS( Computer Software Component

CSCt Computer Software Configuration Item

CSK, Critical Safety Item

CSU; Computer Software Unit

DAL¢ Design Assurance Level

DDc¢ Dependency Diagram

DID¢ Data Item Description

DoD¢ Department ofDefense

DoDAFK;, Department of Defense Architecture Framework
DoDl¢ Department of Defense Instruction

DT&E; Developmental Test and Evaluation

EMDc Engineering & Manufacturing Development
EMV2¢ Error Model Version 2

ESOH, Environment, Safety, and Occujmmnal Health
ETAc Event Tree Analysis

FAAc Federal Aviation Administration
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C! / @huture Airborne CapabiitEnvironment

FHAC Functional Hazard Assessment

FMEA Failure Modes and Effects Analysis

FMECAK Failure Modes, Effects, and Criticality Msés
FTAc Fault Tree Analysis

GFIc Government Furnished Information

GPR; Government Purpose Rights

GPS§; Global Positioning System

I/O ¢ Input/Output

ICD¢ Interface Control Document

IDEC Integrated Development Environment

IT¢ InformationTechnology

JMR¢ Joint MultiRole

LCGQ; Life Cycle Cost

M&S¢ Modeling and Simulation

MA ¢ Markov Analysis

MIL-HDBK; Military Handbook

MIL-STDx Military Standard

MILSc Multiple Independent Levels of Security
MIPS Millions of Instructions PeBecond

MDA¢ Model Driven Architecture

MLSc Multiple Levels of Security

MODAR; Ministry Of Defense Architecture Framework
MSAD¢ Mission System Architecture Demonstrations
ms¢ Milliseconds

MSI¢ Mission System Integrator

NASA; National Aeronautics anSpace Administration
NIST¢ National Institute of Standards and Technology
NS&; National Security Systems

OMGc¢ Object Management Group

OSAc Open Systems Architecture

OSATIE Open Source AADL Tool Environment

PCAc Physical Configuration Audit

PHAG; Plan for Hardware Aspects of Certification
PDR; Preliminary Design Review

PSACG Plan for Software Aspects of Certification
PSSA Preliminary System Safety Assessment
RAMCc¢ Reliability, Availability, Maintainability

RBLx ReliabilityBlockDiagram

RDAILg Requirements Definition and Analysis Language
RDECOM Research, Development and Engineering Command
ReqlF; Requirements Interchange Format
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RMF¢ Risk Management Framework

RTCA Radio Technical Commission for Aeronautics
RTO& Real Time Operatin8ystem

S&T¢ Science and Technology

SA¢ Situation Awareness

SATCOM Satellite Communications

SEL, Software Engineering Institute

SER; Systems Engineering Plan

SEMR; Systems Engineering Management Plan
SINCGARSSingle Channel Ground and AirbofRado System
SILg System Integration Lab

SP¢ Special Publication

SRR; System Requirements Review

SSA; System Safety Assessment

STPA SystemTheoretic Process Analysis

SysMl¢ System Modeling Language

TD¢ Technology Demonstrat

TOC TotalOwnership Cost

TSK Transport Services Segment

UAV¢ Unmanned Air Vehicle

UCDSMQ@ Unified Cross Domain Services Management Office
UMLc¢ Unified Modeling Language

UPDMc Unified Profile for DODAF/MODAF

UoP¢ Unit of Portability

VHDLg VHSIC Hardware Degation Language
VHSIE Very High Speed Integrated Circuit
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